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The Problem of Redundancy Problem: Why More Nuclear
Security Forces May Produce Less Nuclear Security†

Scott D. Sagan∗

1. INTRODUCTION

After the September 11, 2001 terrorist attacks
on the World Trade Center and the Pentagon, many
scholars, journalists, and public officials expressed
fear about the security of nuclear facilities in the
United States. Terrorists could attack military bases,
weapons in transit, or nuclear weapons production
and dismantlement plants in order to steal a weapon
or its components. Terrorists might attack nuclear
power reactors, nuclear materials storage sites, nu-
clear waste transportation vehicles, or nuclear re-
search facilities, with two basic motives in mind: to
cause a conventional explosion, spreading radioactive
materials in the area; or to seize the nuclear mate-
rials, which could be used for building either a dirty
bomb (a radiological weapon) or, conceivably, a prim-
itive nuclear bomb. These fears were highlighted in
President George Bush’s January 2002 State of the
Union address, in which he reported that diagrams of
American nuclear plants were discovered in al-Qaeda
hideouts in Afghanistan.(1) Senior U.S. intelligence of-
ficials also revealed that Osama bin Laden had sent
operatives to try to purchase stolen nuclear materi-
als and that there was “pretty convincing evidence”
that al-Qaeda operatives had been “casing” nuclear
power plants in the United States prior to the Septem-
ber 11 attacks.(2) In January 2002, U.S. intelligence
agencies issued a warning, based on an interrogation
of a captured terrorist, of a possible attack on a nu-
clear power plant or Department of Energy (DOE)
nuclear weapons facility.(3) Then, in June 2002, the
Justice Department announced that it had arrested
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an American citizen who had joined al-Qaeda in
Pakistan and was sent back to the United States to
develop and execute a plan to seize nuclear materials
and use them in a radiological bomb attack.(4)

The reaction to this new terrorist threat has been
strong and predictable. Emergency efforts began im-
mediately to deploy more security forces to protect
U.S. nuclear facilities after the September 11 attacks.
In October 2001, the Nuclear Regulatory Commission
(NRC), according to one of its members, advised U.S.
state governors to “request additional security patrols
or posts, using local law enforcement, state police or
National Guard if needed, in addition to all their own
people” to provide extra protection for nuclear power
plants.(5) In March 2002, the Secretary of Energy re-
quested over $138 million in supplementary funds to
hire new guard forces and provide better physical se-
curity for DOE nuclear facilities.(6) Concerns about
terrorism were further increased when it was revealed
that in DOE training exercises, mock terrorists had
successfully stolen or seized plutonium and other sen-
sitive nuclear materials from facilities at Los Alamos
and at Rocky Flats.(7) The President’s Foreign Intelli-
gence Advisory Board raised similar alarm bells when
it reported that it had taken DOE officials 35 months
“to write a work order to replace a lock at a weapons
lab facility containing sensitive nuclear information”
and 45 months “to correct a broken doorknob that
was sticking in an open position and allowing access
to sensitive sites.”(8)

Experts testifying to Congress have strongly ad-
vocated adding more security guards and patrols at
nuclear facilities to prevent nuclear terrorism. For ex-
ample, Paul Leventhal, the President of the Nuclear
Control Institute, recommended to Congress that the
regulatory minimum of five guards per site be in-
creased to a number capable of defeating a terrorist
attack in excess of the 19 terrorists involved in the
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September attacks, and other security experts recom-
mended to Congress that security forces as large as
30–40 guards be stationed at each nuclear plant or
weapons facility in the United States.(9) The increased
threat of nuclear terrorism, it is argued, must be
met with a countervailing increase in nuclear security
personnel.

There are understandable incentives for organi-
zational leaders to want to devote more resources and
more personnel to address dangerous problems when
they are seen to develop. From a political perspec-
tive, action must be taken after a major disaster, at a
minimum, to let insiders and outsiders see that top of-
ficials are doing something to prevent a reoccurrence.
If the causes of the problem are uncertain, however,
the appropriate reaction is unclear. This article ana-
lyzes how we should think about nuclear security and
the emerging terrorist threats. It presents a warning
about the most simple, and most tempting, solution
to our new nuclear terrorism problem: to add more
security forces to protect power plants, weapons facili-
ties, and nuclear storage sites. The article uncovers the
dark side of redundancy by focusing on how efforts to
improve nuclear security can inadvertently backfire,
increasing the risks they are designed to reduce.

2. REDUNDANCY AND RELIABILITY

The use of redundancy in its many forms is a
common strategy used to make more reliable systems
out of inherently imperfect parts. Redundancy the-
ory in engineering demonstrates how even unreliable
components, if independent and connected in a par-
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Fig. 1. The benefits of redundancy for
reliability.

allel manner, can lead to rapid increases in overall
system reliability. A large number of social scientists
and security analysts have, therefore, called for the
widespread use of redundancy as one of the necessary
requirements of “high reliability organizations.”(10)

Todd La Porte, for example, argues that high relia-
bility organizations “are characterized especially by
flexibility and redundancy in pursuit of safety and per-
formance.”(11) Jonathan Bendor notes that “the most
basic argument for redundancy rests on the practical-
ity of increasing a system’s reliability without increas-
ing the reliability of its constituent elements” and pro-
vides a compelling analogy:

Suppose an automobile had dual breaking (sic) circuits:
each circuit can stop the car, and the circuits operate
independently so that if one malfunctions it does not
impair the other. If the probability of either one failing
is 1/10, the probability of both failing simultaneously is
(1/10)2, or 1/100. Add a third independent circuit and
the probability of the catastrophic failure of no brakes
at all drops to (1/10)3, or 1/1,000.(12)

In short, according to “high reliability theorists,” orga-
nizations that seek to transcend Murphy’s Law must
adopt the following motto: if it can go wrong, it will
go wrong, and therefore every “it” must have a re-
dundant backup so that the whole system does not
fail.

The beauty of redundancy is illustrated in Fig. 1.
It should, therefore, come as no surprise that the use
of redundancy is so common in organizations that
manage hazardous technologies such as U.S. Navy
aircraft carriers,(13) nuclear weapons command and
control,(14) critical computer software,(15) and the air
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traffic control network.(16) As long as components are
imperfect, independent and parallel redundancies can
reduce the risks of system failure to extraordinarily
low levels. Indeed, in Fig. 1, system reliability was so
high that Excel rounded it up to 1.000 reliability.

In contrast, scholars in the “normal accidents
theory” school have argued that organizations that
exhibit both high degrees of interactive complex-
ity and tightly coupled operations will suffer seri-
ous accidents despite their efforts to maintain high
reliability and safety.(17) Complexity leads to hid-
den failure modes that no one predicts and that
no one identifies quickly when they produce inci-
dents; tight coupling means that when one thing goes
wrong, others do quickly since there is little slack
in the system to continue safe production. These
“normal accident” theorists have further argued that
since adding redundancy can increase the complex-
ity of a system, efforts to increase safety and security
through the use of redundant safety devices may actu-
ally backfire, inadvertently making systems fail more
often.(18)

This article further develops this theory, both by
providing new arguments about potential counterpro-
ductive effects of redundancy and by presenting new
empirical examples of the problem of redundancy
problem. Three serious problems are analyzed: (1) the
catastrophic common-mode error problem; (2) the so-
cial shirking problem; and (3) the overcompensation
problem. Each will be examined in turn, with presen-
tations of the logic of the argument, as well as empir-
ical examples. I will then discuss the implications of
each of these problems with redundancy for the cru-
cial current policy question: Will more nuclear secu-
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Fig. 2. Catastrophic common-mode
errors.

rity forces provide improved nuclear security against
terrorist threats?

3. REDUNDANCY BACKFIRES THROUGH
COMMON-MODE ERRORS

The first problem with redundancy is that adding
extra components can inadvertently create a catas-
trophic common-mode error (a fault that causes all
the components to fail). In complex systems, inde-
pendence in theory (or in design) is not necessarily
independence in fact. As long as there is some pos-
sibility of unplanned interactions between the com-
ponents leading to common-mode errors, however,
there will be inherent limits to the effectiveness of
redundancy as a solution to reliability problems. The
counterproductive effects of redundancy when extra
components present even a small chance of producing
a catastrophic common-mode error can be dramatic,
as illustrated in Fig. 2 below.

This danger is perhaps most easily understood
through a simple example from the commercial air-
craft industry. Aircraft manufacturers have to deter-
mine how many engines to use on jumbo jets. Cost
is clearly an important factor entering their calcula-
tions. Yet so is safety, since each additional engine
on an aircraft both increases the likelihood that the
redundant engine will keep the plane in the air if all
others fail in flight and increases the probability that a
single engine will cause an accident, by blowing up or
starting a fire that destroys all the other engines and
the aircraft itself. In Fig. 2, I assume that 40% of the
time that each engine fails, it does so in a way (such as
starting a catastrophic fire) that causes all the other
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engines to fail as well. Aircraft manufacturers make
similar calculations in order to estimate how many
engines would maximize safety. Boeing, for example,
used such an analysis to determine that, given the re-
liability of modern jet engines, putting two engines on
the Boeing 777, rather than three or more engines as
exist on many other long-range aircraft, would result
in lower risks of serious accidents.(19)

In more complex systems or organizations, how-
ever, it is often difficult to know when to stop adding
redundant safety devices because of the inherent
problem of predicting the probabilities of exceedingly
rare events. It should, therefore, not be surprising that
many serious accidents with hazardous technologies,
even in organizations that appear to be highly reli-
able in general, are caused by redundant safety de-
vices designed to reduce such risks. The “safety de-
vice accident” phenomenon has perhaps been most
often witnessed in nuclear power plant accidents. The
October 1966 near-meltdown accident at the Fermi
reactor near Monroe, MI, for example, was caused by
an emergency safety device, a piece of zirconium plate,
that had been placed inside the reactor to reduce risk
that materials from the core would burn through the
containment walls in an accident. The zirconium plate
broke off, however, and blocked a pipe, stopping the
flow of coolants into the reactor core. To make mat-
ters worse, this safety device had been installed at the
last stage in the construction of the reactor and was
therefore not on the final “as built” set of blueprints.
The power plant operators during the accident, there-
fore, could not figure out what was blocking the flow
of coolants.(20)

3.1. The Insider Threat as a
Common-Mode Failure

This kind of problem exists whenever you add
security forces to protect a critical site. Who should
guard the guardians? If there is any danger of an “in-
sider threat”—that is, a new guard being the terrorist
one is trying to protect against—then at some point
adding redundancy can backfire. Unfortunately, or-
ganizations that pride themselves on high degrees of
personnel loyalty can be biased against accurately as-
sessing and even discussing the risk of insider threats
and unauthorized acts.

A dramatic case in point is the failure to remove
Sikh bodyguards from Indira Gandhi’s personal se-
curity unit after she had instigated a violent political
crackdown on Sikh separatists in 1984. Increased se-
curity personnel were deployed at the Prime Minis-

ter’s residence after a series of death threats were
made against the prime minister and her family.
According to H. D. Pillai, the officer in charge of
Gandhi’s personal security, “the thrust of the reor-
ganized security . . . was to prevent an attack from
the outside”: “What we did not perceive was that
an attempt would be made inside the Prime Minis-
ter’s house.”(21) When it was suggested by other offi-
cials that Sikh bodyguards should be placed only on
the outside perimeter of the Prime Minister’s com-
pound, Mrs. Gandhi felt that this could not be done
without damaging her political reputation: “how can
I claim to be secular if people from one commu-
nity have been removed from within my own house,”
she claimed.(21) Two Sikh guards—one long-standing
bodyguard for Gandhi, and the other a new guard
added given the emergency—conspired together and
assassinated Mrs. Gandhi on October 31, 1984.

How many guards should we have at nuclear
facilities? If the problem is only one of maximiz-
ing the probability that at least one guard will iden-
tify and disrupt a terrorist attack or an attempt to
steal nuclear materials, then the obvious solution—
an increased number of security personnel—will be
appropriate. But calculations must also include an
accurate assessment of insider threats. Are the lead-
ers of the U.S. nuclear weapons facilities and nuclear
power plants susceptible to Mrs. Gandhi’s blindspot,
an inability to see and deal with the insider threat
problem?

There is both good and bad news here. On the
positive side, the NRC “design basis threat” for pro-
tecting nuclear facilities prior to the September 11 at-
tacks did include a consideration of potential insider
threats. The minimum requirement for five guards to
be deployed at each nuclear research or power fa-
cility was based on an assumption of three terrorists
“along with a single insider capable of participating
in a violent attack.” There were thus four terrorists
in the model threat and the NRC, therefore, set the
regulation at five security guards to make sure that
the guard units had a one-man (or woman) measure
of superiority.(22)

On the negative side, however, this NRC design
basis threat ignored the possibility that the added
guards themselves might be the insider threat. Lead-
ers of the nuclear power industry and regulators insist
that the insider threat problem is not a serious one
since security guards and others with access to critical
areas in nuclear facilities are, it is claimed, thoroughly
vetted through intense background checks, random
drug and alcohol tests, and security management
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programs, like the Continuous Behavior Observa-
tion Program, which ensures that supervisors and col-
leagues will report on any suspicious behavior.(23) Yet
there are several reasons to question whether such
programs have eliminated the insider threat problem.
First, the criteria used to assess suspicious behavior
are suspicious. For example, security personnel of at
least one nuclear weapons facility were known to have
ties with members of anti-government right-wing mili-
tia groups. After the head of operations of the Rocky
Flats nuclear security force, a private security contrac-
tor, reported this to the DOE, however, the Secretary
of Energy wrote: “It is not illegal for anyone to be-
long to a militia organization. Membership by itself in
one of these organizations does not constitute a ba-
sis for denying a security clearance or employment in
a security position.”(24) Second, the DOE’s Office of
Nuclear Safety has reported in the past on several inci-
dents of insider sabotage of nuclear safety equipment
in the U.S. nuclear weapons complex, the perpetra-
tors of which were never determined: these sabotage
attempts include the cutting of electrical wires at the
Idaho advanced test nuclear reactor and the loosening
of hydrogen feed lines at a plutonium facility at the
Los Alamos National Laboratory.(25) Third, the pro-
cess of background checks and rules for unaccompa-
nied access to critical areas in nuclear power facilities
are by no means fool proof. The NRC acknowledges,
for example, that full information is often lacking on
the criminal or medical records of foreign-born ap-
plicants for unaccompanied access to nuclear sites,
since inadequate records in the country of birth of-
ten exist and less than complete foreign government
cooperation with the FBI is common.(26) Moreover,
even after the September 11 attacks, the NRC con-
tinued to permit individual nuclear plant operators to
grant temporary access for individuals to critical sites
before the full FBI background screening was com-
pleted, and thus, as late as March 2002, an individual
who was later discovered to have lied about his past
criminal record was granted unaccompanied access to
critical nuclear plant areas.(27)

In short, it cannot be safely assumed that nuclear
security guard forces and other individuals inside nu-
clear facilities are immune to penetration by domestic
or foreign terrorist organizations. Improving efforts to
guard against insider threats through better screening
of all personnel in nuclear facilities will be difficult and
presents complex civil liberty questions. Yet simply ig-
noring that an insider threat problem exists will not
make it go away.

4. REDUNDANCY BACKFIRES THROUGH
SOCIAL SHIRKING

The second way in which redundancy can back-
fire is when diffusion of responsibility leads to “social
shirking.” This common phenomenon—in which in-
dividuals or groups reduce their reliability in the be-
lief that others will take up the slack—is rarely exam-
ined in the technical literature on safety and reliability
because of a “translation problem” that exists when
transferring redundancy theory from purely mechan-
ical systems to complex organizations. In mechanical
engineering, the redundant units are usually inani-
mate objects, unaware of each other’s existence. In
organizations, however, we are usually analyzing re-
dundant individuals, groups, or agencies, backup sys-
tems that are aware of one another. Such awareness
clearly can influence each unit’s reliability. Organiza-
tional theorists’ reliance on engineering analogies can
be highly misleading in this regard. Bendor’s compar-
ison of redundant actors to “dual breaking (sic) cir-
cuits” in automobiles, for example, focuses attention
away from social interaction, since brakes in cars are
not aware of one another. In other cases, social inter-
action is simply assumed to increase the reliability of
each component: increasing competition is meant to
force each unit to work harder. Under many circum-
stances, however, the opposite can be true: awareness
of other redundant units can decrease system relia-
bility if it leads an individual or subunit to shirk off
unpleasant duties because it is assumed that someone
else will take care of the problem.

Fig. 3 is a simple illustration of how adding re-
dundancy can reduce system reliability if diffusion of
responsibility inadvertently decreases component re-
liability. Imagine that the probability that any individ-
ual witness to a violent crime will call the police is 75%
if he or she is the sole witness, but that every time an-
other witness is added to the scene, the likelihood that
each person will report the crime decreases by 15%. If
each witness believes that his or her phone call is less
necessary because of the presence of other witnesses,
system reliability could decrease dramatically.

The existence of this kind of social shirking among
individuals is well documented in the large social-
psychology literature on “unresponsive bystanders.”
This research, sparked by the failure of 38 witnesses to
report the 1964 murder of Kitty Genovese in Queens,
has shown that individuals are less likely to report oth-
ers’ criminal behavior or to intervene in medical emer-
gencies if they know that there are other witnesses
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Fig. 3. Social shirking.

to the activity.(28) To give one dramatic example, in
one so-called “Lady in Distress” experiment, 70%
of the subjects who were on their own tried to get
help when hearing a woman being assaulted in an-
other room, while only 40% of subjects who knew
that there was someone else also witnessing the at-
tack responded at all.(29)

4.1. Diffusion of Responsibility in Military
and Security Guard Units

Members and leaders of elite organizations that
pride themselves on duty and responsibility would not
easily acknowledge that one individual’s awareness of
others also doing a job could lead the first individual
to become less reliable himself. Yet this social shirk-
ing phenomenon clearly occurs, even in elite military
units. For example, two cases of redundancy backfir-
ing by producing reduced component reliability were
root causes of the April 1994 accidental shoot-down
of two U.S. Army Black Hawk helicopters by two U.S.
Air Force F-15 pilots in Iraq, as demonstrated in Scott
Snook’s book, Friendly Fire.(30)

The first case concerns the behavior of the crew
in the Airborne Warning and Command Systems
(AWACS) aircraft flying above the combat zone.
There were 19 crew members aboard, each of whom
knew that two U.S. helicopters were flying through
the “no-fly zone” carrying 26 American and NATO
peacekeepers. Yet, when the F-15 lead pilot below
them announced on radio circuits that he spotted two
helicopters, not one of the AWACS crew members
alerted the F-15 pilots about the existence of the U.S.
Black Hawks in the area. Why? As suggested in the
following interviews from the investigation, diffusion

of responsibility meant that everyone, and therefore
no one, was responsible for doing the job:

Investigator: Who’s responsible on the AWACS air-
craft for going through the procedures that the General
[Major General Andrus] just described in trying to, in
layman’s terms, identify the hits there?

Military Crew Commander: Everybody is.

Investigator: Who has primary responsibility?

Military Crew Commander: I would have everybody
looking at it.

Investigator: In the tactical area of operation on board
the AWACS, who has command, control, and execution
responsibilities for ATO tasked missions?

Military Crew Commander: That’s a very general ques-
tion. The answer would be everybody on position on the
AWACS crew.

Investigator: Who is responsible for tracking heli-
copters that are tasked, according to the ATO, Air Task-
ing Order?

Senior Director: No one is responsible . . . (emphasis
added throughout) (pp. 119, 120, 126).(30)

The second example from this “friendly fire” inci-
dent is the fact that the two F-15 pilots were supposed
to confirm that the unexpected helicopters they dis-
covered in a “no-fly zone” in Iraq were indeed Iraqi
“Hind” helicopters and not U.S. or allied helicopters.
After the lead pilot called out that the helicopters
were Hinds, he therefore sought confirming evidence
from his wingman. This second pilot could not confirm
the identity, but called out “Tally Two” to indicate
that he saw two helicopters. According to the mil-
itary investigation, “the F-15 flight lead understood
his wingman’s transmission to mean that he confirmed
the identification” (vol. 1, p. 22).(31) He, therefore, is-
sued an order to shoot down the helicopters. The F-15
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wingman did not stop the engagement. His later tes-
timony in court reveals the following:

120Q: Perhaps we should ask first, did you positively
identify the helicopters?

120A: I never came out and said that they—positively
ID’d as Hinds. I came in on that ID pass—I saw the
high engines, the sloping wings, the camouflaged body,
no fin flashes or markings, I pulled off left, I called “Tally
Two.” I did not identify them as hostile—I did not iden-
tify them as friendly. I expected to see Hinds based on
the call my flight leader had made. I didn’t see anything
that disputed that. I’ve played that particular sequence
over in my mind a couple of hundred times. I don’t be-
lieve I ever came off and called “Tally Hind.” I called
“Tally Two” at that point and the ID was based on what
my flight leader called. (vol. 12, pp. 27, 28)(31)

Had either F-15 pilot been on his own, he would have
likely made one or more additional passes to confirm
that these were indeed enemy helicopters. Instead,
both relied on the other to confirm their identity, when
in fact neither did.

There is no sure-fire way to combat this problem.
On the one hand, the traditional method of ensuring
that one lead individual has primary responsibility for
the operation certainly increases the chances that one
person is paying attention and reacts when problems
are identified. On the other hand, centralization of re-
sponsibility can decrease the chances that problems
will in fact be identified. One of the key benefits of
redundancy can be lost, since the secondary individ-
uals may defer to the lead individual and have their
reliability reduced.

How many guards should we have at nuclear
facilities? Congressional testimony and government
studies on this issue display little awareness of the
existence of the social shirking or diffusion of respon-
sibility phenomenon. Nuclear security guards, like pi-
lots and air crew members, do not like to acknowledge
that their reliability is influenced by the knowledge
that others are also doing the same. But there is
no reason to suspect that nuclear security person-
nel are immune to this all too human problem. Sim-
ply adding more individuals to nuclear security forces
could, therefore, actually reduce the effectiveness of
the whole unit in identifying or defending against a
terrorist attack.

5. REDUNDANCY BACKFIRES THROUGH
OVERCOMPENSATION

The third basic way in which redundancy can be
counterproductive is when the addition of extra com-

ponents encourages individuals or organizations to
increase production in dangerous ways. In most set-
tings, individuals and organizations face both produc-
tion pressures and pressure to be safe and secure. If
improvements in safety and security, however, lead
individuals to engage in inherently risky behavior—
driving faster, flying higher, producing more nuclear
energy, etc.—then expected increases in system relia-
bility could be reduced or even eliminated.

The offsetting or compensation behavior phe-
nomenon has been widely studied. Research demon-
strates, for example, that laws requiring “baby-proof”
safety caps on aspirin bottles have led to an increase
in child poisoning because parents leave the bottles
outside the medicine cabinet.(32) Similar studies have
suggested that the increased use of ski helmets has
not led to decreases in head injuries in accidents on
the slopes because many skiers with helmets just go
faster down more treacherous terrain.(33) The litera-
ture on the effects of safety devices (such as airbags
and seat belts) on automobile accident rates has also
demonstrated that many, though not all, drivers are
more reckless when driving in “safer” cars.(34) Fig. 4–6
illustrate three possibilities concerning offsetting be-
havior and can best be understood by thinking about
the behavior of skiers driving up to Lake Tahoe ski
resorts from San Francisco in the winter. Imagine
that the probability of a serious automobile crash is
0.25 per lifetime for drivers who drive at the speed
limit of 50 miles per hour when heading for the slopes
every weekend, but increases when driving speed is
increased. Fig. 4 demonstrates how the benefits of re-
dundancy can lead to “rational” offsetting behavior:
if the probability of accidents increases by only 20%
for every 25 miles an hour increase in speed, the “ra-
tional driver” can drive 25% faster and be still be
safer each time a new safety device is added to his
or her car. Fig. 5 shows, however, that with only a
small change in the increase in driving speed (from
25% to 35%), the same “rational” driver will now in-
crease the likelihood of suffering a fatal car crash with
each new safety device. Fig. 6 illustrates an even more
pernicious “double effect” phenomenon in which the
reliability of each component goes down (since seat
belts, brakes, and air bags are less effective at higher
speeds) and the inherent risk of an accident goes up
with increase in speed.

5.1. Overcompensation in Organizations

In theory, analysts should be able to calculate the
interactive effects of safety devices and increase in
speed. Overcompensation can occur in organizational
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settings, however, because operators and leaders can-
not adequately judge where they are on the curves
outlined above. They may not want to go below the
knee of the curve, but they may believe that they have
made safe decisions, when in fact they have already
altered their operating conditions in ways that make
their behavior, in the shadow of redundancy, less safe.

A dramatic case in point is the January 1986
space shuttle Challenger explosion. A strong consen-
sus about the basic technical cause of the accident
emerged soon afterward with the publication of the
Rogers Commission report: the unprecedented cold
temperature at the Kennedy Space Center at the time
of launch caused the failure of two critical O-rings on
a joint in the shuttle’s solid rocket booster, producing
a plume of hot propellant gases that penetrated the
shuttle’s external fuel tank and ignited its mixture of
liquid hydrogen and oxygen. In contrast to the tech-
nical consensus, a full understanding of why NASA
officials and Morton Thiokol engineers decided to
launch the shuttle that day, despite the dangerously
cold weather, has been elusive. The Challenger launch
decision can be understood as a set of individuals
overcompensating for improvements in space shut-
tle safety that had been produced through the use of
redundant O-rings. This overcompensation interpre-
tation differs significantly from both the traditional ar-
guments that “production pressures” forced officials
to break safety rules and consciously accept an in-
creased risk of an accident to permit the launch to take
place and Diane Vaughan’s more recent argument,
which focuses instead on how complex rules and engi-
neering culture in NASA created “the normalization
of deviance” in which risky operations were accepted
unless it could be proven that they were extremely
unsafe.

The production pressures explanation—that
high-ranking officials deliberately stretched the shut-
tle flight safety rules because of political pressure to
have a successful launch that month—was an under-
lying theme of the Rogers Commission report and is
still a widely held view today.(35) The problem with
the simple production pressure explanation is that
Thiokol engineers and NASA officials were perfectly
aware that the resilience of an O-ring could be re-
duced by cold temperature and that the potential ef-
fects of the cold weather on shuttle safety were raised
and analyzed, following the existing NASA safety
rules, on the night of the Challenger launch decision.
Vaughan’s argument focuses on a deeper organiza-
tional pathology: “the normalization of deviance.”
Engineers and high-ranking officials had developed
elaborate procedures for determining “acceptable

risk” in all aspects of shuttle operations. These or-
ganizational procedures included detailed decision-
making rules among launch officials and the develop-
ment of specific criteria by which to judge what kinds
of technical evidence could be used as an input to the
decision. The Thiokol engineers who warned of the
O-ring failure on the night before the launch lacked
proper engineering data to support their views and,
upon consideration of the existing evidence, key man-
agers, therefore, unanimously voted to go ahead with
the launch. Production pressures were not the culprits,
Vaughan insists. Well-meaning individuals were seek-
ing to keep the risks of an accident to a minimum, and
were just following the rules (p. 386).(36) The prob-
lem with Vaughan’s argument, however, is that she
does not adequately explain why the engineers and
mangers followed the rules that night. Why did they
not demand more time to gather data, or protest the
vote in favor of a launch, or more vigorously call for a
postponement until that afternoon when the weather
was expected to improve?

The answer is that the Challenger accident ap-
pears to be a tragic example of overcompensation.
There were two O-rings present in the critical rocket
booster joint: the primary O-ring and the secondary
O-ring were listed as redundant safety components
because they were designed so that the secondary
O-ring would seal even if the first leaked because of
“burn through” by hot gasses during a shuttle launch.
One of the Marshall space center officials summa-
rized the resulting belief: “We had faith in the tests.
The data said that the primary would always push into
the joint and seal . . . . And if we didn’t have a primary
seal in the worst case scenario, we had faith in the
secondary” (p. 105).(36) This assumption was critical
on the night of January 27, 1986 for all four senior
Thiokol managers reversed their initial support for
postponing the launch when a Marshall Space Cen-
ter official reminded them of the backup secondary
O-ring. “We were spending all of our time figuring
out the probability of the primary seating,” one of the
Thiokol managers later noted:

[t]he engineers, Boisjoly and Thompson, had expressed
some question about how long it would take that
[primary] O-ring to move, [had] accepted that as a
possibility, not a probability, but it was possible. So, if
their concern was a valid concern, what would happen?
And the answer was, the secondary O-ring would seat
(p. 320).(36)

In short, the Challenger decision makers failed to con-
sider the possibility that the cold temperature would
reduce the resilience of both O-rings in the booster
joint since that low probability event had not been wit-
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nessed in the numerous tests that had been conducted.
That is, however, exactly what happened on the night
of unprecedented cold temperatures. Like many auto-
mobile drivers, these decision makers falsely believed
that redundant safety devices allowed them to oper-
ate in more dangerous conditions without increasing
the risk of a catastrophe.

How many guards should we have at U.S. nuclear
facilities? An awareness of the overcompensation
should remind nuclear security analysts to beware
of overconfidence inadvertently producing riskier be-
havior. The analogy to “driving faster” would be to
keep more vulnerable nuclear storage sites open or
even create new nuclear facilities, in the belief that in-
creased guard units had made all of them more secure.
The analogy to the “double effect” in the automo-
bile safety model is the likelihood, for example, that
the same number of nuclear guards will be less ef-
fective in protecting more than one nuclear materials
storage site at a given nuclear facility.

The overcompensation problem thus suggests
one final warning that needs to be kept in mind during
the ongoing debate on security against nuclear ter-
rorism. Predicted increases in nuclear security forces
should not be used as a justification of maintaining in-
herently insecure facilities or increasing the numbers
of nuclear power plants, storage sites, or weapons fa-
cilities. Unfortunately, there are signs that this may
happen. For example, in 1999, the President’s For-
eign Intelligence Advisory Board recommended that
DOE significantly consolidate its large stockpile of
sensitive nuclear materials, but in April 2002, the
White House refused to provide the $41 million spe-
cial funding request by the DOE to make this hap-
pen.(8,39) In May 2002, the Tennessee Valley Authority
voted to restart a long mothballed nuclear reactor at
Browns Ferry, Alabama, despite the heightened con-
cerns about nuclear security after the September 11
attacks, and the later December 2001 terrorist warn-
ings.(38) In December 2002, the NRC ruled that a set
of companies seeking to build a new factory to turn
weapons’ plutonium into reactor fuel did not need to
include an assessment of the risk of terrorist attacks
in the license application because improvements to
security at all U.S. nuclear facilities had already been
instituted after the World Trade Center and Pentagon
attacks.(39) If the predicted improvements in nuclear
security after September 11 lead officials to expand
the number of sites that need to be protected, how-
ever, it is not clear that the net effect of such “improve-
ments” will actually be enhanced nuclear security.

6. CONCLUSION: THINK TWICE
ABOUT REDUNDANCY

The central theoretical insight presented in this
article is that organizational efforts to increase relia-
bility and security through redundancy can backfire
in numerous and complex ways. The implication of
the argument, however, is not that redundancy never
works in efforts to improve reliability and security.
Moreover, the central policy lesson is not that the U.S.
government should reject all proposals to place more
security forces at nuclear facilities, given the height-
ened terrorist threat after the September 11, 2001 at-
tacks. Instead, the lesson is that we need to be smarter
in the way we think about redundancy.

This article presented a simple set of warnings.
First, and most obviously, this is a warning against
the knee-jerk reaction to throw more resources and
add more people to address a problem when a crisis
makes emergency efforts appear necessary. Unfortu-
nately, organizations too often can have incentives to
do exactly that. The DOE requested $138 million in
emergency funds to improve the security of weapons,
weapons materials, and radioactive waste soon af-
ter the September 11 attacks, but 93% of the DOE
request was rejected by the White House Office of
Management and Budget on grounds that the DOE
had not done enough research on how the money
would be used effectively and, especially, had not de-
veloped a new design basis threat against which to
plan and measure new security efforts.(37) This has
produced a heated debate in Congress on how best
to improve nuclear security and, unfortunately, some
congressmen have insisted that adding more nuclear
security guards is the simple solution to our security
problem.(40) Hopefully, this article can remind us all
that this is not the case. Engineering and social sci-
ence perspectives can be joined together to improve
the quality of what should be a continuing debate
about how best to protect U.S. nuclear facilities from
terrorists.

The second warning, however, is to remember
that low probability events happen all the time. None
of the incidents described in this article were consid-
ered likely before they occurred and that fact should
focus attention on the danger of misestimating the
risks of redundancy. Organizations can too easily wash
out estimates of low-probability events by transform-
ing them into assumptions of impossibility. An impor-
tant function of organizations is to create beliefs and
rules about judging which future scenarios are prob-
able and which are not. To focus the attention of its
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members on “real” problems, organizations must de-
cide which events are likely and which are improbable,
and which are worth worrying about. Once events are
considered sufficiently improbable, they can be left
off the agendas, excluded from planning contingen-
cies, and tucked away off individuals’ mental radar
screens. Like the Excel program that rounded off the
reliability estimates in Fig. 1 above, organizational as-
sumptions “round off” low probability events. Once
these estimates become excluded from common view,
they are transformed and the event is no longer con-
sidered improbable, but instead impossible.

The first step toward wisdom in this area is a sim-
ple recognition of the three problems with redun-
dancy and their implications. If there are inherent
limits to the reliability that redundancy can offer, we
must not delude ourselves into believing that com-
plex and tightly coupled organizations can be made
perfectly reliable if only they try hard enough and
build sufficient back-up security forces and safety
devices. A deeper awareness of the three pathways
by which redundancy can lead to increased risks—
catastrophic common-mode errors, social shirking,
and overcompensation—will not, of course, necessar-
ily lead to more accurate organizational estimates of
how much redundancy is enough and how much is too
much. But it should help analysts and officials alike
question the common, but false, intuition that actions
taken to improve security will always have a positive
effect.
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