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a b s t r a c t

We estimate the effects of attending the first versus second-tier of higher education insti-
tutions on Chinese students’ at-college and expected post-college outcomes using various
quasi-experimental methods such as regression discontinuity, genetic matching, and
regression discontinuity controlling for covariates. Overall we find that just attending
the first versus second-tier makes little difference in terms of students’ class ranking, net
tuition, expected wages, or likelihood of applying for graduate school. The results do show,
however, that just attending the first versus second tier makes it less likely that students
will get their preferred major choice.

! 2011 Elsevier Inc. All rights reserved.

1. Introduction

In recent years, China’s government has placed a great deal of emphasis on raising the quality of the country’s most selec-
tive higher education institutions. It has allocated substantial funding to improve both the physical conditions and the teach-
ing and research of the country’s most selective universities and programs (Li, 2010). It has also granted larger per student
subsidies to more selective universities compared to less selective universities (Bao, 2007). In addition, the government has
controlled the growth of student enrollments in more selective institutions (Loyalka et al., 2009a), thus potentially allowing
these institutions to maintain lower student-to-faculty ratios and a greater focus on instructional quality.

Another factor which affects quality in the higher education system is that China utilizes a college application and admis-
sions process that systematically facilitates the entry of the highest ability students (in terms of college entrance exam
scores) into the most selective higher education institutions (Loyalka et al., 2009a). This is accomplished by categorizing
all of the nation’s universities into various selectivity tiers: generally speaking, the most selective public 4-year universities
and programs comprise the first tier, less selective public 4-year universities and programs comprise the second tier, still less
selective 4-year private universities comprise the third tier and 3-year vocational institutions comprise the fourth tier. Each
year provincial governments usually set official tier eligibility cutoff scores based on the overall results on an annual college
entrance exam so that only higher scoring students are eligible to attend higher tier institutions. These and other elements of
the college application and admissions process ultimately lead to a high concentration of the highest ability students in the
first tier.

The government’s classification of universities into a hierarchy of selective tiers, combined with greater governmental
financial support for first-tier institutions and the heavy concentration of higher ability students in the first-tier, often leads
students and families to conclude that attending a first-tier versus a second-tier institution impacts a student’s college and
post-college experiences. However little is actually known about the causal effects of attending first-tier versus second-tier

0049-089X/$ - see front matter ! 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.ssresearch.2011.11.015

⇑ Corresponding author. Fax: +86 10 62756183.
E-mail addresses: prashant@ciefr.pku.edu.cn (P. Loyalka), yqsong@ciefr.pku.edu.cn (Y. Song), jgwei@ciefr.pku.edu.cn (J. Wei).

Social Science Research 41 (2012) 287–305

Contents lists available at SciVerse ScienceDirect

Social Science Research

journal homepage: www.elsevier .com/locate /ssresearch



Author's personal copy

institutions on the outcomes of college students in China. Also little is known about whether attending a first-tier versus a
second-tier institution really matters for the tens of thousands of students each year who are just at the cutoff of being eli-
gible to attend a first-tier institution. Information about these issues is particularly important to students who score right
below the cutoff, since they must then decide, for example, whether to repeat a full year of high school and take the college
entrance exam again the next year in an attempt to score high enough to enter a more selective tier (a practice common in
China). In response to the lack of knowledge about this issue, this paper measures the causal effects of attending a first-tier
versus second-tier institution for students around the first-tier eligibility cutoff.

The academic literature posits a variety of reasons why attending more selective higher education institutions may affect
student outcomes both during and after college. More selective institutions may provide better education through richer re-
sources and improved instructional quality and thus increase an individual’s human capital (Becker, 1964). Attending these
types of institutions may further signal employers that a graduate has relatively higher abilities (Spence, 1973). Furthermore,
selective institutions may offer students the opportunity to network with more able peers or faculty, providing advantages
both in school and later in life (Nechyba, 2006; Ishida et al., 1997). Finally, students may participate to a different degree in
various social activities or in civil society by attending more selective institutions (Feldman and Newcomb, 1969; Pascarella
et al., 1988; Astin and Antonio, 2004).

Past empirical studies have mostly focused on the influence of university selectivity on wages and mostly in developed
countries like the United States, Europe, and Japan (see Brand and Halaby (2006) for a review). Some of these studies have
found significant effects of university selectivity on future wages (e.g. Brewer et al., 1999; Behrman et al., 1996; Ishida et al.,
1997), while others have not (e.g. Black and Smith, 2004; Dale and Krueger, 2002). These divergent findings may in part be
due to problems in dealing with selection bias when estimating selectivity effects (Black and Smith, 2004; Brand and Halaby,
2006). Studies have used different methods to try to correct for selection bias including covariate adjustments (e.g. Bowen
and Bok, 1998), propensity-score matching (e.g. Brand and Halaby, 2006; Black and Smith, 2004), or selection corrections
(e.g. Brewer et al., 1999; Loury and Garman, 1995). These methods, however, have relied on relatively strong assumptions
like the ignorability of selection processes (e.g. propensity score matching, covariate adjustments) or strong modeling
assumptions (e.g. selection corrections).

This paper builds on the previous empirical literature by utilizing different quasi-experimental methods to estimate
the causal effects of attending first tier versus second tier higher education institutions in China on various student out-
comes. One of these methods includes the regression discontinuity design (Thistlewaite and Campbell, 1960), which un-
der ideal conditions provides causal estimates that have a high degree of internal validity (Shadish and Cook, 2009).
Under ideal conditions—including the existence of strict tier eligibility cutoffs and access to data on all students who
took the college entrance exam in a certain province and their future outcomes—the regression discontinuity design
can estimate the average treatment on the treated effect for students around the eligibility cutoff (Battistin and Rettore,
2007).

In this paper, we further attempt to deal with a missing data problem that would ordinarily prohibit the use of regres-
sion discontinuity in estimating tier selectivity effects. In our particular example, because we utilize a random sample of all
students from one province who take the college entrance exam and attend universities within that same province, we lack
data on certain groups of students who took the exam (for example, students who attended universities outside the prov-
ince). The nature of this missing data problem potentially differs on either side of the tier eligibility cutoff and thus leads to
likely bias in the regression discontinuity (RD) estimates. We account for this missing data problem by running RD on var-
ious subsamples chosen according to the different types of college application choices that students make. These various
subsamples are likely much more similar in observed and unobserved characteristics on either side of the tier eligibility
cutoff line. After running various sensitivity tests for RD on these subsamples, we also compare the substantive conclusions
from these RD estimates with those from other methods including genetic matching (Sekhon, 2006), and RD that controls
for covariates.

In the end, the findings of the various quasi-experimental methods come to the same substantive conclusions. Specifi-
cally, this paper finds that just getting into and attending a first tier institution versus a second tier institution makes little
difference in terms of class ranking, net tuition (college tuition minus financial aid), expected wages after graduation or the
likelihood of preparing to apply for graduate school just after graduating college. The results do show however, that just get-
ting into and attending a first tier versus a second tier institution makes it less likely that students will get their preferred
major choice.

The organization of the rest of the paper is as follows. Section 2 discusses important issues that have been raised in the
literature regarding the consistent estimation of college selectivity effects. Section 3 explains the classification of Chinese 4-
year universities and majors into various tiers in greater detail, and also how the supply of university and major spots is
determined in each province. It also briefly discusses the college application and admissions process that determines stu-
dents’ differential entry into these various tiers in order to give the reader the necessary background to understand the
use of the RD design in the Chinese higher education context. Section 4 specifically discusses the application of the RD design
and genetic matching to identify treatment effects on various student outcomes. Section 5 describes the data which was col-
lected by the authors in November 2008—a simple random sample of approximately 4500 science-track students from Sha-
anxi province who were admitted into a university in Shaanxi in 2005. Section 6 presents the results from the main analyses
and sensitivity analyses. Section 7 discusses the results and concludes.
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2. Problems associated with measuring unbiased university selectivity effects

2.1. Defining and measuring university selectivity

Researchers have defined university selectivity or quality in different ways. Several studies measure ‘‘quality’’ through
various characteristics such as an institution’s mean student SAT scores (e.g. Dale and Krueger, 2002), student-to-faculty ra-
tios (e.g. Behrman et al., 1996), or expenditures per student (e.g. Behrman et al., 1996). Studies that use the term ‘‘selectivity’’
often refer to college rankings either from the Barron’s ratings (e.g. Brewer et al., 1999; Brand and Halaby, 2006), the Car-
negie classification or possibly applicants-to-admissions ratios (Winston, 1999), occasionally dividing schools into private
and public categories (Brand and Halaby, 2006). The distinction between university quality and university selectivity is
not entirely clear in the literature, however, and we will use the term ‘‘selectivity’’ to refer to either selectivity or quality
throughout the rest of this paper.

Beyond the basic definition, there is some discussion in the literature about how to best measure university selectivity
(Brand and Halaby, 2006). Measuring university selectivity through different institutional characteristics reflects different
channels through which the overall selectivity effect may operate (Zhang, 2005a). For example, high mean SAT scores
may indicate positive peer effects while lower student-to-faculty ratios indicate better instructional quality. In fact, separate
measures of university selectivity may result in a variety of conclusions about the significance of university selectivity ef-
fects, since each measure only reflects a single aspect of the selectivity of the institution (Zhang, 2005a). In light of this con-
cern, Black and Smith (2004) create an index using the first principal component of average SAT scores of the entering class,
average faculty salaries, and the average freshman retention rate. More recently, Black and Smith (2006) and Black et al.
(2005) compare multiple proxies for college selectivity and address the possible presence of classical and non-classical mea-
surement errors in these proxies; they find that by failing to address measurement error, previous studies likely underesti-
mate the effect of university selectivity on earnings.

Therefore, having an easily-interpretable, error-free measure of university selectivity can be an important factor in iden-
tifying effects. As this paper measures the effect of going to a first-tier versus second-tier institution, we largely avoid having
to deal with this issue because the classification of Chinese higher education institutions into first, second, third, and fourth
tiers is ultimately determined by the government and is intimately related to the way in which students make college
choices. More details about this classification are given in Section 3 below.

2.2. Dealing with selection bias

A second set of methodological concerns revolves around measuring the causal effect of university selectivity on student
outcomes while avoiding selection bias (Black and Smith, 2004; Brand and Halaby, 2006). Behrman et al. (1996) describe in
more detail how college choice is affected by individual, family, and school inputs at various stages in a student’s life before
college, and that this has implications for estimating the effects of college selectivity on students’ future wages. It can how-
ever be quite difficult to obtain measures of all relevant pre-college home and school inputs that go in to educating students,
especially measures that are error-free (Behrman et al., 1996).

Past studies use various methods to deal with selection bias. Several authors control for a large number of observable
covariates (see Brand and Halaby, 2006). Dale and Krueger (2002) instead essentially match students accepted and rejected
from the same sets of universities. Brand and Halaby (2006) and Black and Smith (2004) later utilize propensity score match-
ing to try to identify causal effects. Besides assuming that students are selected into treatment and control groups on obser-
vable characteristics alone, both covariate adjustments and matching practically depend on finding the right balance in
covariates between treatment and control groups (so that pre-treatment differences between both groups are removed),
as well as in controlling for those covariates that are closely related to the actual selection mechanism as well as the out-
comes of interest (Steiner et al., 2010).1

This paper utilizes quasi-experimental methods which, for the most part, rely on somewhat different assumptions to han-
dle selection bias and identify college selectivity effects (see Section 4 for details). The next section first provides a more de-
tailed background into China’s university system in order to understand the application of these various identification
strategies.

3. The classification of Chinese universities into tiers and the college application and admissions process

China’s post-secondary education system expanded remarkably during the last 10 years, with gross enrollments in 4-year
universities alone increasing from 2.7 million students in 1999 to approximately 10 million students by 2007 (National Bu-
reau of Statistics of China, 2008). The expansion in enrollments has been further accompanied by an increase in the number
of post-secondary institutions of varying types and quality including 4-year public universities, 4-year private universities,

1 Other studies use selection corrections (e.g. Loury and Garman, 1995; Brewer et al., 1999), which often have relied on strong distributional assumptions as
well as exclusion restrictions. Behrman et al. (1996), on the other hand, rely on twin data and a rich set of observable characteristics, and use a variance
components model to assess the impact of college selectivity on female students’ wages.
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and 3-year vocational colleges. This section describes how universities and majors are classified into different tiers and ex-
plains the application and admissions process in some detail.2 It thus provides the necessary context for understanding the
identification strategies presented in Section 4.

3.1. The classification of 4-year universities into tiers

After consultations between central and local government agencies as well as with the universities themselves, most
provinces classify all of the universities and majors across the country that its students are eligible to apply to into first, sec-
ond, third, and fourth tiers. This is done separately for two types of tracks: a science and engineering track and a humanities
track.

While the classification of universities and majors may thus differ somewhat across provinces and by track, in general, the
first-tier consists of public higher education institutions that are under the control of central government ministries such as
the Ministry of Education as well as a few of the most selective institutions under the jurisdiction of the provincial govern-
ment. Second-tier institutions, on the other hand, are for the most part less-selective public institutions under the jurisdic-
tion of provincial government agencies such as the provincial education bureau. Third-tier universities include private
universities and ‘‘independent schools’’. The latter are lower-quality private subsidiaries of first or second-tier universities
that charge significantly more tuition. Fourth-tier universities are 3-year vocational colleges, both public and private.

It is important to understand that higher education institutions are classified into tiers in order to facilitate the process by
which students apply to and are selected into universities and majors. Before the application process begins, government
agencies and universities work together to set quotas for how many students from each province will be allowed into each
major within each university. These numbers are then aggregated to set by-province quotas for how many students will be
allowed in each of the tiers, universities, and majors. High school graduates in each province then take annual province-wide
college entrance examinations and subsequently fill out college and major choices on official forms provided by their pro-
vincial government. Based on the supply of spots available for its students in each tier and the distribution of student scores
from the provincial college entrance examination, each provincial government then sets strict cutoff scores between the four
tiers. Students are finally sorted into a single university and a single major (and of course, in a single tier) according to a
complex system of rules that takes into account students’ college entrance exam scores and the college and major choices
they filled out.

The above description highlights several reasons why higher tier institutions are regarded as more selective than lower
tier institutions. First, each provincial government authoritatively assigns universities and majors into one of the four selec-
tive tiers. Second, higher college entrance exam scores qualify students for higher tiers. Third, after filling out separate col-
lege and major choices within each tier, sorting rules give priority to the highest tier choices that each student qualifies for
over his or her lower tier choices. Furthermore, financial constraints generally do not inhibit students from choosing higher
tier institutions over lower ones, as they have to pay roughly the same or less to go to higher tier institutions than lower
ones.3 Therefore the classification of universities and majors into tiers is institutionalized and widely-accepted and understood
by the general population in a province.4

3.2. The college entrance exam and college-major choices

In this sub-section, we further describe the college entrance exam, the way in which students fill out college and major
choices, as well as the chronological order of the college application and admissions process.

After graduating from academic high school, most students take one of two distinct types of college entrance exams: the
science track or the humanities track exam. Each type of exam is associated with a separate (but procedurally-equivalent)
college application and admissions process. The science track exam (which is of relevance to this study) includes subject

2 This description is based on policies from Shaanxi province in 2005—exact policies may differ slightly across provinces and across years (see Loyalka et al.
(2009a) for a detailed description).

3 An exception is that third-tier universities are much more expensive than fourth-tier colleges, but this study does not look at the causal differences
between attending these tiers.

4 One issue not emphasized in the above discussion is that sometimes more selective majors in a few provincial-level universities may be ranked in the first
tier while other less selective majors in those universities are ranked in the second tier. Thus comparing students across the first tier eligibility cutoff line in the
RD design (for example, see Section 4) in part involves comparing students from the same university who are in first-tier and second-tier departments
respectively. Nonetheless, estimating this ‘‘tier selectivity effect’’ is still quite similar to estimating the college selectivity effect that is measured in other
countries. This is because those majors from provincial-level universities that are counted as ‘‘first-tier institutions’’ generally are of higher quality and have
greater resources than other departments in the university that are counted as ‘‘second-tier’’. Furthermore, because students are eventually admitted into only
one university and major according to their college entrance exam performance and college and major choices (through the admissions process described in
Section 3.2), average peer ability (as measured by exam scores) of first-tier majors is higher than that of second-tier majors (again by the design of the
admissions system). Finally, in China, students are placed in one class of students in their major for the full 4 years of their study—students take almost every
class together and are trained using the financial and teaching resources of the major department into which they were admitted. Because first-tier and second-
tier majors also seem to differ in teaching quality, resources and peer effects (i.e. in the same way that first-tier and second-tier universities differ), students in
the first and second-tiers may differ systematically in their schooling and post-schooling outcomes.
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tests in math, Chinese language, foreign language, and a science comprehensive portion. Altogether, the exam is worth 750
points, with 300 points for the comprehensive portion and 150 for each other subject test.5 Most provinces also have policies
that grant 10 or 20 bonus points to students with particular background characteristics or notable achievements. For example,
in Shaanxi province, students who are non-Han minorities may receive 10 bonus points, while students who have won math or
science awards at the provincial, national, or international levels may also be eligible to receive extra points.6 Finally, it is
important to note that the rules and procedures surrounding bonus points are simply formulated, highly transparent and widely
publicized. It is therefore highly unlikely that students or administrators would be able to precisely manipulate final entrance
exam scores through the bonus point system.

After students take the province-wide college entrance exam in early June, each provincial government grades the exams
and publishes a list of tier eligibility score cutoffs based on the overall score distribution and student quotas within each
tier.7 These tier eligibility cutoffs apply to all students who took the exam in that particular province. Although students do
not yet know how they scored, and thus do not yet know the selectivity tier they may be eligible for, they are still required
to fill in their college and major choices for the first and second tiers.8 Shortly after this, they are sent their official scores
and are then given the chance to fill in their college and major choices for the third and fourth tiers.

When making their university and major choices, students can pick several universities (with accompanying majors) in
each tier. The first choice of university in each tier is of critical importance: if students qualify for a given tier but do not
qualify for their first choice institution within that tier, universities that are listed as later choices may subtract a heavy pen-
alty from students’ scores during the selection process. There is also a fallback option within each tier wherein a student can
choose to be admitted into any university and major in that respective tier that has available space if the colleges and majors
they selected are already filled by higher-scoring students. It is thus important for students to make their college choices
within each tier wisely, as ‘‘unwise’’ choices can prevent them from being admitted not only into their preferred university
and major, but into any university within that tier at all.9

4. Regression discontinuity and genetic matching

In this section, we proceed to describe the regression discontinuity and genetic matching methods and discuss how these
methods might be applied to identify the causal treatment effects of attending a first-tier versus second-tier institution.

4.1. The regression discontinuity design—background

The regression discontinuity design (RDD) is a quasi-experimental design in which the likelihood of receiving a certain
treatment changes abruptly at a cutoff of a continuous function of one or more variables (Hahn et al., 2001). Under the
appropriate conditions, the RDD can mimic a highly localized randomized experiment around the discontinuous value of
the function. At the same time, these conditions mainly require that other unobservable factors continue to vary continu-
ously around the cutoff value of the underlying functional rule (Jacob and Lefgren, 2004b). This type of situation often occurs
as a result of an exogenous rule imposed by an outside institution (Imbens and Lemieux, 2007). Thus as in a program eval-
uation, ‘‘treated’’ units just to the right of the discontinuous cutoff value can be compared to ‘‘control’’ units just to the left of
the cutoff (Lee and Card, 2008). When constant treatment effects exist, it is also possible to obtain the treatment effect for a
random member of the concerned population (the average treatment effect or ATE), while with heterogeneous treatment
effects the ATE is calculated only for units with values close to the discontinuity point (Shadish et al., 2002). Under the
RDD, one can use parametric or nonparametric estimation techniques to try to obtain treatment effects; local linear regres-
sions on either side of the cutoff are often used in practice (Lee and Lemieux, 2010).

A number of recent papers have used the regression discontinuity method to analyze educational issues such as estimat-
ing the effects of financial aid on career aspirations or college enrollments (Thistlewaite and Campbell, 1960; Van der
Klaauw, 2002; Kane, 2003), evaluating the impact of remedial, childhood education or teaching training programs (Ludwig
and Miller, 2007; Jacob and Lefgren, 2004a,b), finding the spillover effects of female education on infant health (McCrary and
Royer, 2006), calculating the benefits of delayed primary school attendance (McEwan and Shapiro, 2007), or determining the
effects of class size on student academic outcomes (Angrist and Lavy, 1999). Papers that offer an in-depth discussion of the
practical and theoretical considerations underlying the RDD include Van der Klaauw (2002), Hahn et al. (2001), Imbens and
Lemieux (2007), and Lee and Lemieux (2010).

5 The entrance exam score is based on multiple choice, fill-in-the-blank, short-answer and essay questions. Some of the hand-written questions can earn
partial credit according to the discretion of the grader. The nature and grading of the test, in addition to variation in the individual student’s potential
performance, increase the variability of a student’s potential exam score. This all serves to increase the domain of interest around the tier cutoff score.

6 Total bonus points are capped at 20 points, even if a student qualifies in multiple ways.
7 The establishment of the cutoff values is therefore not based on any one individual’s scores; thus the position of particular individuals’ final entrance exam

scores (plus bonuses) in relation to the cutoffs are not manipulated by administrators (or indeed any stakeholder). This inability of stakeholders to precisely
manipulate the entrance exam score is important to the validity of our RDD results below.

8 During this time, students can guess their total scores (and how their personal score fits into the distribution of scores of all students) based on answers
published just after the exam.

9 Similarly, a students’ first choice of major is most important as their later choices (for each university) can be penalized. Students can also choose to accept
any major if they fail to receive one of their listed major choices.
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The basis of methods for causal inference such as the regression discontinuity design (as well as matching) is the Fisher–
Neyman–Rubin model of causal inference. It defines the effect of a particular treatment 1 as the difference in the value of an
individual’s potential outcomes if she/he had received the treatment (Y1

i ) relative to the value of the individual’s outcome if
she/he had received another (mutually exclusive) treatment 0 (which is oftentimes regarded as a ‘‘control’’ condition Y0

i ). The
effect of the treatment relative to the control condition for this individual is defined as bi = Y1

i ! Y0
i . Because the individual

could only have been exposed to only one condition (say treatment or control) at a given moment in time, in reality we only
observe one of two potential outcomes, corresponding to either the treatment or control condition respectively. Thus on the
whole, methods for causal inference try to address the ‘‘missing data problem’’ (the problem that we do not observe one of
the two potential outcomes, known as the ‘‘counterfactual’’ outcome) by inferring the unobservable outcome from observa-
ble data. Unable to observe the treatment effect for a given individual, these methods generally attempt to estimate averages
of Y1

i ! Y0
i for certain populations.

In the RDD, treatment status (say D = 1 is treatment, D = 0 is control) is assigned on the basis of the value of an assignment
variable (X). In the most straightforward case of RDD (the sharp RDD, discussed immediately below), we generally observe
the potential outcome under the treatment condition for all individuals with a value of X greater than a specified cutoff c, as
well as the potential outcome under the control condition for all individuals with a value of X less than c. We then model the
relationship between the average outcome under the treatment condition and X on the right side of the cutoff (E[Y1

i |X]) as
well as the relationship between the average outcome under the control condition and X on the left side of the cutoff
(E[Y0

i |X]) (Lee and Lemieux, 2010). If the underlying functions E[Y1
i |X] and E[Y0

i |X] are continuous across c along X, then esti-
mating E[Y1

i |X] ! E[Y0
i |X] as both functions approach c (in the limit) would estimate an average treatment effect at c:

E[Y1
i ! Y0

i |X = c] (Lee and Lemieux, 2010).
The RDD has two general forms: sharp and fuzzy. In sharp RDDs, the probability of receiving the treatment changes from

zero to one at the cutoff value, whereas in fuzzy RDDs, the probability of receiving the treatment still jumps discontinuously,
but by less than one, at the cutoff point (Hahn et al., 2001). The probability may jump by less than one at the cutoff value in
the latter case if individuals do not comply with the treatment (or control) condition to which they are assigned. In the case
of fuzzy RDD, we estimate the local average treatment effect (LATE) for those who comply with the treatment assignment
(and who have values near the cutoff score) as:

E½bijXi ¼ c$ ¼ ðE½Y1
i ! Y0

i jX ¼ cÞ
ðE½D1

i ! D0
i jX ¼ cÞ

The fuzzy RDD usually only calculates the LATE for an unidentifiable group of compliers (Hahn et al., 2001). However, the
fuzzy RDD in combination with strict eligibility cutoffs (in the sense that no one who scores below the cutoff can get the
treatment) allows for the calculation of the ATE for treated participants around the localized cutoff value under weak reg-
ularity conditions (Battistin and Rettore, 2007). This holds regardless of how eligible individuals self-select into (or out of)
the treatment (see Battistin and Rettore, 2007).

4.2. Advantages and disadvantages of using the regression discontinuity design

Using the RDD to estimate the effects of attending a first-tier versus second-tier higher education institution in the Chi-
nese context has several advantages over the methods used in the previous university selectivity effects literature. First, the
RDD can potentially estimate treatment effects for students at the tier eligibility cutoff with a high degree of internal validity
(Shadish et al., 2002). As Lee and Lemieux (2010, p. 289) state ‘‘the RD design is a much closer cousin of randomized exper-
iments than other competing methods’’ such as matching or instrumental variables, in terms of identifying causal effects.
Furthermore, studies that use covariate adjustments or propensity score matching often face the question of whether or
not to adjust for total years of schooling in their outcome equations (Black et al., 2005) or may have to account for the hier-
archical nature of the relationship between student-level and university-level variables (Thomas, 2003; Zhang, 2005b). By
contrast, using the RDD to estimate tier selectivity effects in China’s higher education system generally avoids both of these
types of problems.

Of course, the proposed RDD has its own limitations in estimating college selectivity effects. First of all, the design is re-
stricted to measuring the difference in effects between the ‘‘least’’ selective institutions in the higher (first) tier with the
‘‘most’’ selective institutions in the lower (second) tier. This is because the distribution of students’ entrance exam scores
also differs between the institutions within each tier—that is, those first-tier institutions that tend to admit more students
from just to the right of the first-tier eligibility cutoff line have lower average scores than other institutions in the same tier
and likewise second-tier institutions that admit more students from just to the left of the first-tier eligibility cutoff line may
well have higher average scores than other institutions in the same tier. In this study, universities that admit students just
above and below the first-tier eligibility cutoff-line mostly consistent of provincial-level universities which receive roughly
equivalent per-student appropriations (as compared to even more elite 985 or 211 universities which receive special 985
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and 211 project funds from the central government). However, this type of limitation of comparing institutions that only
differ somewhat in terms of selectivity seems to exist in previous studies as well.10

Another concern emerges from the well-known limitation of RDDs under heterogeneous treatment effects—that is, while
estimates are highly valid around the cutoff region, they have a low degree of external validity. Table 1 compares descriptive
statistics on students in a close neighborhood of the cutoff for whom we will estimate treatment effects with students with
scores above and below the maximum and minimum of that neighborhood respectively. As we can see from Table 1, the size
of various measures usually correlated with socioeconomic status such as likelihood of being from an urban area are higher
for students around the first tier cutoff than lower-scoring students and lower for students around the first tier cutoff than
higher-scoring students. Students around the cutoff also fall in the middle on education-related measures such as the like-
lihood of retaking the college entrance exam. However as mentioned in the introduction, this study is actually concerned
about the effect of attending a first-tier versus second-tier university for those individuals who score at the tier eligibility
cutoff. This is because each year, tens of thousands of Chinese students find themselves just on either side of the tier cutoff
and must make difficult decisions about whether or not to attend the university and major they eventually are admitted to.

It is not obvious a priori whether it is better for a student around the score eligibility cutoff to attend a first-tier versus
second-tier institution. For example, students who do just get admitted into a first-tier university may rank lower than their
peers or may not be able to study the first choice major they listed on their college and major choice form (see Section 3.2).
On the other hand, these same students may benefit from positive peer effects and more financial aid (see Loyalka et al.,
2009b). The RDD combined with the necessary data can thus answer an important question for these types of college stu-
dents in China.

4.3. Application of the fuzzy RDD to measure college selectivity effects

This sub-section discusses the application of the fuzzy RDD to identify the LATE of going to a first-tier versus a second-tier
higher education institution on a student’s at-school and post-school outcomes. We first begin with a simple linear specifi-
cation to illustrate the general use of the regression discontinuity design in the context of the current study11:

ð7Þ Y ¼ b0 þ b1Dþ b2Sþ X 0aþ e

where the dependent variable Y is an individual student outcome such as wages after graduation, D is the treatment indi-
cator equal to 1 if the student is admitted into a first-tier institution and 0 otherwise, S is the college entrance exam score,
X is a vector of student (pre-treatment) background variables whose inclusion can ideally improve the efficiency of the esti-
mator, and e is the error term which includes other unobservable variables that affect the outcome.b0, b1, b0, and a are coef-
ficients with b1 being the treatment effect of being admitted into the first-tier on the student outcome. The fact that D is
exogenous around the cutoff (i.e. it is based on a rule imposed by the provincial government) enables the identification
of the treatment effect. It is also important to note that the treatment indicator D represents whether or not a student is
admitted into the first-tier compared to whether or not a student actually attended a first-tier institution. This is because
not all students that are admitted into higher education institutions in the first and second tiers decide to attend those
institutions.

The fuzziness of the RDD in estimating university tier treatment effects comes mainly from the fact that a significant pro-
portion of students who have scores above the first tier cutoff line are admitted into the second tier (as a result of the inter-
action of their college entrance exam score with their university and major choices). Furthermore, we found a small minority
of students (24) who scored below the first tier cutoff line and yet was still admitted into the first tier. The actual RD esti-

Table 1
Student traits within and outside the neighborhood of the 1st tier cutoff.

>5 points below the cutoff !5 to +5 from cutoff >5 points above the cutoff

Age (in years) 22.62 (.96) 22.46 (.94) 22.20 (.89)
% From urban areas .27 (.44) .30 (.46) .39 (.49)
% Female .44 (.50) .35 (.48) .38 (.48)
% Repeat exam takers .41 (.49) .35 (.48) .29 (.45)
No. of siblings 1.41 (.94) 1.29 (.91) 1.16 (.96)
% Went to key high school .51 (.50) .65 (.48) .70 (.46)

No. of students 2226 408 1831

Notes: The above statistics are means following by standard deviations in parentheses.

10 It is also important to note that the RDD measures the effect of going to a first-tier versus a second-tier higher education institution including both
university and major and thus subsuming the effects of major assignment as part of the overall effect. Since one of the main goals of this paper is to discern
whether it matters or not if a student who scores nears the tier eligibility cutoff attends a first-tier versus second-tier institution, the study is interested in
examining the combination of both university and major effects (both aspects of tier-effects) on schooling or post-schooling outcomes such as wages.
11 This specification is only for expository purposes. Unbiased estimates would be found if the potential outcome regression lines were both linear and had the
same slope (strong assumptions). We use flexible local linear regression methods in our analyses instead (see Section 6).
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mates (see Section 6.1) use local linear regression (with a triangular kernel) for the outcome and treatment equations on
either side of the cutoff value (Nichols, 2007). We also use the automatic bandwidth selection procedure suggested by Im-
bens and Kalyanaraman (2009) for the continuous outcomes.12 Bootstrapping is used for the standard errors (Nichols, 2007).13

A potential threat to the validity of the fuzzy regression discontinuity estimates comes from the fact that the dataset used
in this paper lacks information on the entrance exam scores and outcomes of three potentially important subgroups of stu-
dents: (1) students who were admitted to first and second tier institutions outside the province, (2) students who were
admitted into second-tier military universities in the province, (3) students who were admitted into first or second tier uni-
versities but decided not to go. We attempt to overcome this missing data problem using various analytical strategies de-
scribed in Section 6.1.

4.4. Matching—background and general application

As mentioned in Section 4.3, the dataset used in this paper lacks information on certain types of students and this threat-
ens the validity of RDD estimates. In this subsection, we therefore introduce matching as a separate method to help estimate
average treatment on the treated effects (ATT).14 Matching is a data preprocessing method which takes observational data and
tries to create samples of treatment and control observations that are as similar as possible in the distribution of pre-treatment
characteristics (Z) (Ho et al., 2007b). Under the assumption that potential outcomes are independent of treatment assignment
after conditioning on Z (known as the ‘‘ignorability’’ or ‘‘conditional independence’’ assumption), matching on Z (when done
properly, in a sense which will be made clearer below) removes confounding factors that prevent an unbiased estimate of
the treatment effect (Rosenbaum and Rubin, 1983).

However, it may not be possible to exactly match treated and control observations on a multi-dimensional covariate vec-
tor Z due to the ‘‘curse of dimensionality’’. In other words, there may not be enough observations available in the control
group that exactly match the treatment group on the values of the covariates, especially if there are too many covariates
(Rosenbaum and Rubin, 1983). Rosenbaum and Rubin (1983) instead show that if the ignorability assumption holds when
conditioning on Z, then it also holds when conditioning on the ‘‘propensity score’’ which is the conditional probability of
receiving the treatment given Z. Under the ignorability assumption and the additional assumption that the propensity scores
in treatment and control groups overlap (these two assumptions together comprise the ‘‘strong ignorability’’ assumption),
matching procedures that use correctly-specified propensity scores will minimize conditional bias in treatment effect esti-
mates (Rosenbaum and Rubin, 1983).15

It is important to note that ignorability is a fairly strong and untestable assumption. In actuality, there may well be sys-
tematic differences between treatment and control groups even after matching on the available observable covariates (say a
subset of Z). In particular, the failure to match on unobserved covariates, which are correlated with the treatment assignment
and outcome variables, generally leads to biased estimates. Furthermore, failing to correctly model the propensity score can
increase bias even if the ignorability assumption holds (Drake, 1993).

When the ignorability assumption is thought to hold, however, researchers can choose among a variety of matching
methods to try and achieve ‘‘balance’’ between treatment and control samples (Ho et al., 2007b). Balance is about using
the available pre-treatment covariates to obtain identical treatment and control groups on average; in practice this generally
involves minimizing the difference in measures of the empirical distribution of pre-treatment covariates between the treat-
ment and control groups. Unfortunately, there is no general consensus in the literature on exactly how matching should be
done or how to measure whether a particular matching procedure is successful (Diamond and Sekhon, 2010).

In regards to propensity score matching specifically, Rosenbaum and Rubin (1984) discuss the importance of finding an
estimated propensity score that achieves balance in the covariates.16 They suggest an approach for how to estimate an appro-
priate propensity score. This involves iteratively estimating a propensity score and checking/improving balance until balance is
maximized according to a particular loss function. In practice, however, few researchers commit to implementing this algo-
rithm, as it is potentially cumbersome (Diamond and Sekhon, 2010).

In this paper, we utilize a recently developed matching method called genetic matching. This method uses a search algo-
rithm to automate the iterative process of assessing and eventually maximizing overall covariate balance.17 It is furthermore
a generalization of multivariate matching and propensity score matching when the covariates to be matched on include an
estimated propensity score (Sekhon, 2011). Genetic matching usually performs better than propensity score matching or
multivariate matching alone in terms of reducing bias and mean-square error and under more general conditions (Sekhon,
2006).18

12 We use bandwidths of varying size for each of the binary outcomes—the results are fairly consistent across different bandwidths.
13 Bootstrapping was performed 500 times.
14 The ATT is defined as: E½Y1

i ! Y0
i |Ti = 1] = E[Yi|Ti = 1] ! E(E[Yi|Ti = 0, Zi]).

15 The overlap condition is formally stated as 0 < Pr(T|Z = z) < 1 for all z.
16 As Diamond and Sekhon (2010) state: ‘‘Since the propensity score is a balancing score, the estimate of the propensity score is consistent if and only if
matching on this propensity score balances the observed covariates (p. 2).’’
17 Much of the discussion in this and the next paragraph is based on Diamond and Sekhon (2010).
18 In particular, Genetic Matching reduces mean-squared error both when the ‘‘equal percent bias reduction’’ property holds and does not hold (see Sekhon
(2006) for more details).
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Specifically, the search algorithm in genetic matching minimizes a generalized version of the Mahalanobis distance (MD)
metric (MD itself measures the multivariate distance between subjects in different groups, for more details see Diamond and
Sekhon, 2010). This generalized version of MD includes a diagonal matrix of weighting parametersW—one for each covariate
to be matched on, including the estimated propensity score (however, adding the propensity score is optional – genetic
matching does not in fact depend on knowing or estimating the propensity score). Each potential set of weighting param-
eters thus corresponds to a potential value of the generalized MD measure. Weights on each variable are then chosen iter-
atively by the algorithm so as to minimize the generalized MD metric. After weighting parameters are chosen in each
iteration, the observed data is matched according to the generalized MD value and another specific matching procedure cho-
sen by the researcher (for example, the researcher can choose between nearest-neighbor or optimal matching, can choose
whether to match with or without replacement, etc.). The algorithm will produce many matched samples, evaluating the
balance of covariates for each one according to the loss function, and ultimately identify the weights which correspond to
minimum loss (and thus maximum balance) (Diamond and Sekhon, 2010).

As alluded to above, matching is a method that preprocesses the original dataset in the sense that it ‘‘prunes’’ observa-
tions from the original dataset to obtain treatment and control groups that are more similar in the distribution of pre-treat-
ment covariates (Ho et al., 2007a). After the data is preprocessed in this way, a particular estimation procedure needs to be
chosen to obtain the treatment effect estimate. In many studies, researchers simply difference the average outcomes across
treatment and control groups. Several papers including Rubin (1973, 1979), and more recently Ho et al. (2007a) suggest
using regression adjustments (e.g. linear regression) on the matched dataset to obtain results that are ‘‘doubly-robust’’.
These estimation procedures are used in Section 6 below.

5. Data

The data used for the analysis is from a simple random sample of senior university students who took either the human-
ities or sciences college entrance exam in Shaanxi province in 2005 and were admitted into a first or second tier university in
Shaanxi that same year.19 Shaanxi province, located in the northwest China, is known for its relatively strong higher education
system. Ten universities are regularly designated as first tier universities in the science-track, while another 15 public, 4-year
institutions are regularly designated second tier universities. Zhou and Loyalka (2010) estimate that the per student instruc-
tional costs of Shaanxi’s elite institutions (those for which they were able to get financial data) is approximately twice as much
as that of the province’s other 4-year public universities. Loyalka et al. (2009a) further show that there is extreme sorting by
ability (as measured by college entrance exam scores) between university tiers in Shaanxi which has implications for tracking
and peer effects.

Because of sample size requirements for the RD analyses, in this paper we focus only on the science track students (73% of
students in the total sample). Table 2 shows that of the 5266 sampled students in the first two tiers, 413 students (7.8%) were
admitted into military universities (in the second-tier only) and could thus not be surveyed. Out of the remaining 4853 sam-
pled students, 4465 (92.0%) answered a short survey questionnaire, 274 (5.6%) never ended up attending the university that
admitted them or dropped out before their senior year, 26 (0.5%) declined to take the survey, and 88 students (1.8%) were
officially registered at the universities but could not be reached by college administrators.20 At the same time, the response
rate to all relevant survey questions was over 99%.

Table 2
Description of 2008 Shaanxi data: Shaanxi students admitted into Shaanxi first two tier HEIs.

Science track

1st Tier 2nd Tier Total

Answered questionnaire 1843 2622 4465
Declined to answer questionnaire 8 18 26
Not reachable by administrators 29 59 88
Not at the universitya 45 229 274
Attended military university 0 413 413

Total 1925 3341 5266

a ‘‘Not at university’’ mostly refers to students who were admitted into the university (in
Shaanxi) but never registered in the university. It also includes a very small number of students
that dropped out or had other exceptional reasons for not being at the university.

19 Our survey was thus conducted at the end of 2008, at the end of the second semester of the students’ fourth and final year and included students from both
the science and humanities tracks. A population frame of local students who took the ‘‘pure’’ science-track or ‘‘pure’’ humanities track college entrance exam
and were admitted into non-military universities in the first three tiers in 2005 was obtained from the provincial government. We did not survey every student
at each university, as the costs for surveying such a large sample were prohibitive.
20 Furthermore, according to 2006 enrollment data, approximately 36% of Shaanxi students who attended four-year universities went outside the province
(Loyalka et al., 2009a).
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The data contain information about college entrance exam scores which are a key component for the analyses in this pa-
per. Administrative college entrance exam scores were obtained for approximately 85% of the students (both tracks com-
bined). Self-reported scores were used whenever administrative scores were not available.21

Covariates that we later control for our in our various analyses in the next section below include age (in months), gender,
an indicator for urban or rural residential status, college entrance exam score (plus bonuses), and dummy variables for
whether or not the student took the exam in previous years and whether or not a student chose to go to a non-military Sha-
anxi university. We also sometimes control for student major choice (a categorical variable with 11 major categories, parallel
to the definition used by China’s Ministry of Education).

The causal analyses in the next section focus on five outcomes: (a) whether a student receives his or her first choice of
major (yes or no), (b) whether a student receives any type of financial aid (yes or no), (c) whether a student ranks in the
top-third of his or her class (yes or no), (d) expected monthly wages (in Chinese yuan) in the first year after graduation
and (e) whether a student has plans to go to or prepare for graduate school immediately after graduation (yes or no). The
outcomes were measured at the end of the first semester of students’ senior year in college (about three and a half years
after students learned about their assignment) and may illustrate some of the tradeoffs in attending first versus second tier
universities. Arguably the most important outcome to examine is expected monthly salary—students who just get into the
first tier versus the second tier on the whole enter a more selective institution and are surrounded by peers with better exam
scores (a proxy for cognitive ability and thus may expect or actually earn higher wages upon graduation.22 At the same time,
these students may be assigned a major of lower selectivity (outcome ‘‘a’’ above) despite controlling for their major choice)
which could potentially depress their expected and actual wages.

6. Results

The treatment effect estimates are based on three different types of analyses: RD (Section 6.1), matching (Section 6.2), and
‘‘RD plus covariates’’ (Section 6.3). It is important to note that although all of these different analyses estimate treatment
effects for students near the first-tier eligibility cutoff, they estimate somewhat different types of treatment effects for some-
what different samples of students. Notably, the RD and associated ‘‘RD plus covariates’’ analyses estimate local average
treatment effects (in the fuzzy cases, for an unidentifiable group of compliers) while the matching analyses estimate average
treatment on the treated effects. The RD-related analyses also depend upon a different set of identifying assumptions (see
Section 4.1) and a larger range of observations around the cutoff compared to the matching analyses. Nonetheless, as the
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Fig. 1. Expected salary for first year after graduation.

21 We also compared the self-reported college entrance exam scores of students with administrative scores and found that approximately 75% of students
reported correctly.
22 We note the concern that students may answer ‘‘yes’’ to the question about plans to go to graduate school (outcome e) and that this may affect the question
about expected salary (outcome d). To at least partially address this question, we asked students to write down their expected salary after graduation in the
case that they did not go to graduate school. We also asked students about their minimum acceptable salary in the hypothetical case that they did have to work
after graduation. Results from causal analyses that used expected monthly salary or minimum acceptable salary as the outcome variable were substantively the
same.
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results show below, the different analyses generally lead to the same substantive conclusions—that attending the first-tier
results in a lower chance of getting one’s first choice of major.
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Fig. 2. Net tuition paid.
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Fig. 3. Likelihood of ranking in top-third of class.
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Fig. 4. Likelihood of getting first major choice.
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6.1. Regression discontinuity

We first present standard RD plots (Figs. 1–5)—scatterplots of each of the five outcomes of interest against the assignment
variable (college entrance exam score), overlaid with local linear regression lines estimated using the entire sample of data
on each side of the designated cutoff. One can see from these figures that with the exception of receiving one’s first major
choice (Fig. 4), there is little evidence of discontinuities at the cutoff line for the various outcomes. Table 3 further presents
fuzzy RD estimates for students in the science track.23 The first two columns show treatment effect estimates using the entire
sample of students (RD analysis 1). The only significant result is that attending a first-tier institution reduces the probability
that a student will get his or her first major choice.

We try to account for the missing data on students that went to college outside the province and students that went to
military universities by first narrowing the sample to students who listed non-military universities in Shaanxi as their first
choices in the first and second tier.24 By narrowing the sample in this way, we hope to compare students who are more similar
on either side of the cutoff—in particular students who had a much smaller probability of leaving the sample. The only signif-
icant treatment effect estimate at the 10% level in this limited sample is whether or not a student gets his or her first major
choice (Table 3, RD analysis 2).25 Going to the first-tier reduces the probability that a student will get his or her first major
choice.

We also further reduce the sample of students to those who chose Shaanxi non-military universities as their first choices
and whose scores were also within 30 points on either side of the first-tier eligibility cutoff. This is done because students
with relatively high scores on the left of the cutoff would be more likely to get their first choice of university (which in this
case is a Shaanxi non-military university). Furthermore, students with relatively low scores on the right of the cutoff may
arguably have been less likely to select universities outside the province for their latter choices in each tier (i.e. after their
first choice). The treatment effect estimates for these students again show that going to the first-tier reduces the probability
that a student will get his or her first major choice (Table 3, RD analysis 3).

Finally, we reduce the sample from RD analysis 3 further to students that had taken the college entrance exam in years
previous to 2005. We reason that these students would be more likely to attend university in 2005 after being admitted into
university (rather than repeating the college entrance exam and applying for university again the next year). None of the
results from this analysis are significant (Table 3, RD analysis 4).

Sensitivity tests were run after each of the above analyses to test the validity of the RD analyses. In particular, we tested
for discontinuities in other pre-treatment covariates along the discontinuity in the running variable (see Imbens and Lem-
ieux, 2007). These covariates include age and number of siblings, and dummy indicators for gender, rural versus urban res-
idence, whether or not the student went to a key high school and whether the student had previously taken the college
entrance exam. Discontinuities in these covariates would invalidate the assumptions of RDD (see Section 4). However, we
were not able to reject the null hypotheses that the covariates were continuous around the cutoff for each of the four RD
analyses (results not shown). In particular, for RD analysis 1, we could not reject the null hypotheses that (1) the proportion
of students who selected Shaanxi non-military universities for their first choice was continuous around the first tier eligibil-
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Fig. 5. Likelihood of going to graduate school.

23 Because less than 1% of the students in the sample are in the non-eligible treated group, complete data would allow a fairly close estimate of the ATT (see
Section 4.3).
24 The data set unfortunately only has information on the first choices of students in each tier. Later choices within each tier may also determine whether or
not students stay in the sample.
25 Moderately smaller bandwidths result in significant estimates at the 5% level.
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ity cutoff; (2) the proportion of students who had taken the entrance exam previously was continuous around first tier eli-
gibility cutoff.

Finally, we also tested for discontinuities in the density of the running variable using McCrary’s DCdensity test (McCrary,
2008). For the entire sample of students (RD analysis 1), the density test rejects the null hypothesis that the density of the
running variable (the college entrance exam score) is continuous around the cutoff at the 5% level.26 Fig. 6 shows this graph-
ically (by indicating the underlying density of the assignment variable is discontinuous at the cutoff); the darker line on either
side of the cutoff represents the estimate of the empirical density while the thin lines around the darker line indicate the con-
fidence intervals for the estimate of the empirical density. The density tests for the samples of students in RD analyses 2 and 3,
however, do not reject the null hypothesis that the density of the exam score is continuous around the cutoff (see Fig. 7).27 The
density test also rejects the same null hypothesis for RD analysis 4 at the 10% level (see Fig. 8).

We note that we cannot reject the null hypothesis of a continuous density of the assignment variable across the cutoff
when we limit the sample to those first-time college entrance takers who chose a non-military university in the province
as their first choices (i.e. analysis 2). In regards to analysis 4, we note that the null hypothesis is rejected at the 10% level
only. Furthermore, when we do not limit the range around the cutoff to observations within 30 points on either side, we
cannot reject the null hypothesis of a continuous density of the assignment variable across the cutoff. Nonetheless, we
use caution in interpreting the results from analysis 4.

It is important to note that the results of the sensitivity tests are not sufficient to validate the RD estimates from RD anal-
yses 2 and 3. The tests (especially for RD analysis 4) may also suffer from inadequate power.28 Students just on either side of
the tier eligibility cutoff may still be different on observable or unobservable variables (such as students’ college and major
choices after the first choice in each tier), even after limiting the sample by the means used above. We therefore further conduct
analyses using matching and matching plus RD below.

6.2. Matching

We perform both propensity score matching and genetic matching using the ‘‘Matching’’ package in R (Sekhon, 2011). We
first limit the sample to treatment and control observations within 5 points on either side of the first-tier eligibility cutoff
(again separately for each track).29 We also retain all treatment observations in both types of matching in order to later esti-
mate the ATT for students near the cutoff line.

Table 3
Regression discontinuity estimates.

Science track students

RD analysis 1 RD analysis 2 RD analysis 3 RD analysis 4
Analysis
Description

RD using all the
science students
data

RD with data limited to those who chose
Shaanxi non-military HEIs as first choice

Same as RD2 but also limited
to + and !30 around the cutoff

Same as RD3 but also
excluding those who took
exam before

Expected salary
(monthly)

66.59 (329.53) 189.09 (288.49) 189.08 (281.31) !123.03 (549.06)

Top third of class
(yes/no)

!0.18 (0.2) !0.22 (0.27) !0.23 (0.27) !0.04 (0.56)

Net tuition !698 (548.48) !562.37 (786.39) !562.37 (781.05) !1535.65 (2209.1)
Received 1st

choice major
(yes/no)

**!0.50 (0.24) *!0.51 (0.31) *!0.52 (0.3) !0.01 (0.59)

Graduate school
(yes/no)

0 (0.21) !0.13 (0.28) !0.12 (0.25) 0.17 (0.44)

McCrary density **0.23 !0.03 0.21 *0.57
Test (log diff in

height + SD)
(0.06) (0.07) (0.14) (0.31)

No. of
observations

4465 3097 1612 555

Notes: Bootstrapped SEs (500 times).
* Significant at the 10% level.
** Significant at the 5% level.

26 The discontinuity estimate for the density of the entrance exam score at the cutoff is .23 and the standard deviation is .06.
27 The density test graph for RD analysis 3 is not shown—it’s similar to RD analysis 2.
28 This is especially true when expected wages (rather than actual wages) is used as an outcome variable. Rounding error (i.e. measurement error) may inflate
the SEs substantially in this case.
29 Because our RDD estimates are to the cutoff, we used 5 points on either side of the cutoff to obtain roughly comparable matching estimates. We also
surmised that student scores may vary plus or minus 5 points on any given day given the nature of the college entrance exam (which has short answer and
essay questions) and natural variation from one hypothetical test day to another. We have 408 observations within plus or minus 5 observations. Finally, we
had also ran estimates on matched data from plus or minus 10 points on either side of the cutoff and found similar results.
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Before implementing the matching procedures, we fix the estimand of interest (in our case the ATT), the ratio of treat-
ment to control observations (in our case, 1–2 matching with replacement30), and the loss criteria. In regards to the loss cri-
teria, we follow Sekhon’s (2006) default setting, where loss is the minimum p-value observed across a series of balance tests
performed on distributions of matched baseline covariates.31 The tests are t-tests for the standardized difference in means be-
tween as well as bootstrapped nonparametric Kolmogorov–Smirnov (KS) tests.32 Although the p-values are not true probabil-
ities, they are useful measures of balance (Sekhon, 2006). Importantly, Sekhon (2006) uses experimental and simulated datasets
to compare the results of his default genetic matching procedure (which maximizes the smallest p-value of standardized bal-
ance metrics for observed covariates and higher order terms and interactions) with that of various types of matching including
propensity score matching, other types of multivariate matching, and even his genetic matching procedure which tries to find
balance by reducing standardized means. He shows that the genetic matching procedure using the default loss criteria domi-
nates the other methods in terms of reducing bias and MSE when assumptions required for equal percent bias reduction (EPBR)
hold and, even more so, when they do not. Furthermore, he shows that the genetic matching estimates come very close to
retrieving benchmark (experimental or simulation dataset) estimates.
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Fig. 6. Density test of the exam score. Note: McCrary (2008) density plot of the assignment variable (exam score). The null hypothesis, that the exam score is
continuous at the cutoff, is rejected at the 5% level (log difference in height = .25, standard error = .06).
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Fig. 7. Density test of the exam score. Note: McCrary (2008) density plot of the assignment variable (exam score). The null hypothesis, that the exam score is
continuous at the cutoff, is not rejected even at the 10% level (log difference in height = .02, standard error = .07).

30 Ties are handled deterministically and ‘‘Abadie-Imbens’’ standard errors are estimated (see Sekhon (2011) for more details).
31 It is important to note that for genetic matching, Diamond and Sekhon (2010) state that their ‘‘algorithm uses p-values so that results from different tests
can be compared on the same scale. [That is], as the sample size is fixed within the optimization, the general concern that p-values depend on sample size does
not apply (p. 7).’’
32 The p-values of bootstrapped tests are consistent even when the covariate distributions are not fully continuous.
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In regards to propensity score matching, we include a number of variables and interactions representing individual,
household, and high school student characteristics in a logit equation to estimate the propensity score.33 The variables that
were chosen were similar in nature to the ones used in Black and Smith (2004) and Brand and Halaby (2006). We tried multiple
specifications for the propensity score until finally we arrived at one that achieved good balance (in the propensity score match-
ing). The final propensity score was constructed using the following variables: age, college entrance exam score (‘‘CEE score’’),
female (Y/N), urban or rural residence (‘‘urban’’), whether the student was retaking the college entrance exam for a second time
(‘‘retook’’), whether the student applied for a non-military school in the province as their first major choice (‘‘choice_Shaanxi’’),
whether the student applied for an engineering major (‘‘engineering’’), age and score squared, as well as interactions between
CEE score and all of the other (above-listed) variables. We obtained much better balance on most covariates and interactions
than prior to matching, but fell somewhat short of obtaining adequate balance on CEE score. That is, the p-value for the balance
metric for this covariate was 0.07, while Sekhon (2011) notes that the p-values should generally be above 10.

To try and improve balance, we then included both covariates and the propensity score in the more general genetic
matching procedure. In particular, we matched on the propensity score, age, CEE score, retook, choice_Shaanxi, engineering.
We again checked for balance in the distribution of all of the above covariates and all interactions between the continuous
and discrete variables. This time we found that the minimum p-value was .14 (for age interacted with female) (see Table 4).
We then ran (regression) estimates, controlling for age, CEE score, female, urban, retook, choice_Shaanxi, and engineering, on
this matched dataset.

The matching (ATT) estimates are shown in Table 5 (columns 1 and 2). The propensity score and genetic matching esti-
mates agree substantively with the general trend of the RD estimates—the only significant result is that going to a first-tier
institution reduces the likelihood that a student will get his or her first major choice.

6.3. RD plus covariate adjustment

This subsection uses regression discontinuity with covariate adjustments to estimate tier selectivity effects. According to
Imbens and Lemieux (2007) controlling for pre-treatment covariates (which according to the RD identification strategy
should be continuous across the cutoff—something that we tested for in Section 6.1), does not fundamentally change the
identification strategy of RD. Including the covariates may possibly have little effect on the RD estimates as the covariates
are independent of treatment assignment conditional on the assignment variable being close to the cutoff. However, includ-
ing the covariates may eliminate some bias because in practice our analysis does include values of the assignment variable
(college entrance exam score) that are not close to the cutoff (Imbens and Lemieux, 2007; Frölich and Melly, 2008). Including
the covariates may also increase the precision of the estimates somewhat (Imbens and Lemieux, 2007; Frölich and Melly,
2008).

Given these considerations, we run RD plus covariates for each of the five outcome variables of interest and also for each
of the four subsamples mentioned in Section 6.1 (i.e. RD analyses 1–4). Our pre-treatment covariates include age, urban ver-

0
.0

05
.0

1
.0

15
.0

2

300 400 500 600 700
College Entrance Exam Score

Science Students: First Choice Shaanxi non-mil and Took Exam Before

567

Fig. 8. Density test of the exam score. Note:McCrary (2008) density plot of the assignment variable (exam score). The null hypothesis, that the exam score is
continuous at the cutoff, is rejected at the 10% level (log difference in height = .57, standard error = .31).

33 As we noted in Section 4.4, unbiased estimates from propensity score matching depend on the assumption of ignorability as well as correctly specifying the
propensity score. There is however some evidence from Steiner et al. (2010), that having information on covariates that are strongly related to the treatment
assignment and outcome of interest may result in matching estimates being quite close to experimental estimates. In our situation, we find that we have
covariates that are strongly correlated with the treatment assignment as well as to each of the outcome variables. By at least controlling for students’ basic
demographic characteristics, socioeconomic/educational background, schooling choices, entrance exam performance (the key item in the college applications
and admissions process), and whether students had taken the entrance exam previously, we covered a range of pertinent covariates. We posit thus that the bias
of our estimates has been reduced substantially after matching.
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sus rural, gender, ‘‘retook’’, ‘‘chose Shaanxi’’, and whether the student chose engineering as a first major choice. From Table 6,
we can see that there are no statistically significant effects of attending the first tier on expected income, net tuition, class
rank, or plans to go to graduate school. In contrast to the other outcomes, we do find statistically significant and negative
effects on receiving one’s first college major choice for the first three subsamples when a bandwidth somewhat larger than
the one estimated by cross-validation is used. Overall, our findings generally correspond with the previous findings from
both RD and matching separately that attending the first tier increases the likelihood that a student must forego his or
her first major choice.

We also use RD plus covariates to try and decompose ‘‘between direct and indirect effects of the treatment effect (see
Frölich, 2007).’’34 Specifically, we reran the RD analysis on five of our outcomes (expected monthly income in the first year after
graduation, minimum acceptable income in the first year after graduation, net tuition fee, class rank, and preparations to go to
grad school) with major assignment dummies as covariates. Major assignment dummies are based on an aggregation of major
categories which in turn are based on the majors coding system established by the Ministry of Education. Altogether we have
four categories of major assignment: a combination of economics, law, and management; a combination of education, literature,
and history; a combination of science, agriculture, and medicine; and finally engineering. We thus add three dummy variables
(the fourth category, engineering, is omitted) in the RD plus covariates analysis. In the end, none of the analyses showed a sig-
nificant effect of the treatment on the outcome. We thus conclude that the college tier effects, even after controlling for major,
have no significant impact on expected salary, net tuition fees paid, class rank, or preparations to go to grad school.

Table 4
Balance in covariates before and after genetic matching.

Before matching After matching

T-test p-values
Female (Y/N) 0.08 0.38
Urban (or rural) 0.13 0.80
Retook the CEE (Y/N) 0.79 0.71
Chose Shaanxi (Y/N) 0.07 0.69
Chose engineering 0.12 0.71

KS bootstrap p-values
CEE score <2.22e!16 0.20
CEE score ( female <2.22e!16 0.19
CEE score ( urban 0.01 0.71
CEE score ( retook <2.22e!16 0.50
CEE score ( chose_Shaanxi <2.22e!16 0.14
CEE score ( engineering <2.22e!16 0.54
Age 0.63 0.23
Age ( female 0.09 0.16
Age ( urban 0.29 0.24
Age ( retook 0.71 0.38
Age ( chose_Shaanxi 0.31 0.48
Age ( chose_engineering 0.41 0.76

Table 5
Propensity score matching and genetic matching estimates.

Method Science students

PS matching Genetic matching

Expected salary (monthly) !206.60 (219.55) 160.82 (163.20)
Top third of class (yes/no) .04 (.09) .01 (.07)
Net tuition 195.25 (303.13) 115.58 (242.08)
First major choice (Y/N) !.29** (.08) !.25** (.07)
Graduate school (Y/N) .02 (.08) .08 (.06)

Original # of observations 408
Original # of treated observations 133
Matched # of observations 133
Matched # of observations (unweighted) 267

** Significant at the 5% level.

34 Frölich (2007) state that ‘‘in the case where X is a post-treatment variable, and a change in treatment status D may have an effect on Y via X as well as a
direct effect on Y’’ one can disentangle ‘‘the direct from the indirect effect. . . (under certain conditions). . .by controlling for X’’ in the regression discontinuity
analysis.
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7. Discussion and conclusion

Despite the fact that the estimators from the RD, genetic matching and RD plus covariate designs above are all slightly
different, their estimates lead to the same basic conclusions.35 Namely that attending a first tier institution reduces the chance
that a student will get his or her first major choice. In addition, going to the first tier seems to have no effect on a student’s
immediate plans to go to graduate school, class ranking, net tuition or expected monthly wages. We discuss some of the impli-
cations associated with these main results below.

This study altogether evaluates the impact of a certain type of admissions policy—namely the imposition of strict tier eli-
gibility cutoffs—on students’ at-college and post-college experiences. This policy may well be of concern to families who
place great emphasis upon sending their children to higher-tier institutions. Currently, students who just miss the cutoff
to attend a first-tier institution may spend an entire year and substantial funds to prepare to retake the college entrance
exam again the next year—indeed, high schools in China charge substantial tuition fees and more so for students who repeat
their senior year. Students and their parents who are not informed of the tradeoffs of attending a less selective first tier insti-
tution versus a more selective second tier institution may be willing to devote this time and expense to repeat the college
entrance exam. According to our findings, however, there are no tangible economic benefits to such an expenditure of time
and money, as students who just miss the first tier cutoff enjoy the same at-college and post-college outcomes as those who
just make it into the first tier.

Therefore it seems that attending the first versus second tier matters little for students around the eligibility cutoff, unless
they strongly prefer a certain major over another. Put another way, the most consistent result of this study is that students
around the eligibility tier cutoff often have to sacrifice their first choice of major if they wish to attend a first-tier institution.
This is in addition to the fact that these students may already be somewhat conservative in listing their first-tier major
choices (as they know they have to compete with other students in the first tier for spots in various majors) and less con-
servative when listing their second-tier major choices. It could also be that the opaque rules associated with China’s high
stakes college admissions process, not to mention the lack of counseling and information about how to make college/major
choices, prevent students from revealing their ideal preferences for colleges/majors, especially around the tier cutoff.36 The
policy of imposing a tier eligibility cutoff thus adds to potential inefficiencies associated with not allowing students to choose
and/or change their majors once they get to college.

At first glance, the results of this study would also seem to imply that there may not be a large difference in the quality of
higher education institutions that currently accept students on either side of the first tier eligibility cutoff (i.e. the most selec-
tive second tier universities and the least selective first tier universities). While this may be the case, this interpretation
should be treated with some caution. First, the estimated effects of going to the first-tier versus the second-tier include uni-
versity and major effects rather than just university effects alone. The ‘‘null effect’’ findings of this study may be the result of
counteracting effects from university and major selectivity; for example, going to a more selective first tier university may
have a positive effect on students’ expected wages ceteris paribus, but this effect may be offset by a potential negative effect
on wages of attending their second choice major (as opposed to attending their first choice major). At the same time, we did

Table 6
Regression discontinuity controlling for pre-treatment covariates estimates.

Science track students

RD analysis 1 RD analysis 2 RD analysis 3 RD analysis 4
Method
Description

RD using all the
science students
data

RD with data limited to those who chose
Shaanxi non-military HEIs as first choice

Same as RD2 but also limited
to + and !30 around the cutoff

Same as RD3 but also
excluding those who took
exam before

Expected salary
(monthly)

200.74 (146.37) 46.19 (150.82) 46.51 (184.30) !183.88 (412.61)

Top third of class
(yes/no)

!.08 (.29) !.11 (.49) !.07 (.37) !.16 (3.78)

Net tuition !399.23 (342.34) !532.03 (417.83) !561.86 (410.57) !887.13 (974.66)
Received 1st

choice major
(yes/no)

!.46ii (.34) !.27ii (.49) !.23ii (.42) .12 (3.66)

Graduate school
(yes/no)

!.10 (.36) !.36 (.47) !.28 (.43) .39 (1.45)

Notes: (1) (Significant at the 10% level, ((significant at the 5% level.
(2) Bootstrapped SEs (500 times).
ii significant at the 5% or 10% level when bandwidth is increased by 200% (magnitude of estimate is similar).

35 This may not be surprising as the different analyses focus on similar samples and are exposed to similar threats to internal validity.
36 See Abdulkadiroglu et al. (2009) for more information about alternative ‘‘strategy-proof’’ college admissions mechanisms, in which students are not
required to hide their true preferences.
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control for major assignment through an RD plus covariates analysis (see Section 6.3), but did not find significant effects of
attending a first tier institution on expected salary, net tuition, class ranking, or planning on going to graduate school.

One plausible concern is that our analyses examine the effects of college selectivity on student expected wages in the first
year of graduation. This outcome variable may not have a great deal of variation compared to wages several years after grad-
uation. Wages in China may also not fully represent a graduate’s productivity since many students choose to work in the
public sector which has other benefits not reflected in wages. At the same time, we are less concerned with the idea that
expected wages may not reflect actual earnings since the main task of Chinese college students in their last year of under-
graduate study is to find a suitable job and as a number of authors (e.g. Webbink and Hartog, 2004) find that students in
general are quite apt at estimating actual wages.

This paper is one of the first to look at the repercussions of attending different types of tiers within China’s higher edu-
cation system. Research about the effects of a university education in China mainly focuses on estimating the returns to hav-
ing a university education in general (Fleisher and Li, 2004; Heckman and Li, 2003). The only exception we find is a
concurrent study by Fan et al. (2010) which also uses a regression discontinuity design to find positive wage differences be-
tween graduates who attended Chinese 4-year versus 3-year colleges. However, Fan et al. (2010) rely heavily on the accuracy
of self-reported college entrance exam scores for a sample of individuals who may have graduated from college as much as
20 years prior; potential measurement error in these scores would bias the causal estimates.

Admittedly, there are several limitations to the current study. Perhaps most notably, our sample of universities on either
side of the tier eligibility cutoff did not include a significant number of aspiring world-class (985 and 211) universities that
have received substantial funding from the Chinese government for over a decade. Future research could attempt to estimate
the causal effects of attending these most selective universities on various student outcomes. In this case, however, research-
ers would have to do so without the benefit of the strictly-defined eligibility cutoff lines and rules (between university tiers
in China) discussed in this paper. Another limitation is that our sample was limited to local students from a single province—
longitudinal data on high school graduates from one or multiple provinces would provide more diverse and reliable causal
estimates. Future research could further use methods similar to the ones discussed in this paper to examine the impacts of
attending second-tier versus third-tier (expensive, private) institutions as well as third-tier versus fourth-tier (vocational)
institutions, but would have to further account for the fact that the rate of repeating the college entrance exam is much high-
er around the cutoffs for these tiers.

Further exploration into tier selectivity effects is clearly needed. Information about these types of effects, combined with
information on instructional costs at different types of institutions, could enable policymakers to better determine the allo-
cation of student quotas, resources, fees, and financial aid within and across tiers (Black et al., 2005). The knowledge of tier
selectivity effects and the sorting of students from different backgrounds across different tiers can also help policymakers
better understand the potential impact of the higher education system on the labor market and social stratification. Finally,
tier effects measured just around an eligibility cutoff can expose the direct consequences (on student at-college and post-
college experiences) of policy-mandated tier eligibility cutoffs themselves.
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