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Executive Summary 

In July 2022, the Center for Security and Emerging Technology (CSET) at Georgetown 
University and the Program on Geopolitics, Technology, and Governance at the 
Stanford Cyber Policy Center convened a workshop of experts to examine the 
relationship between vulnerabilities in artificial intelligence systems and more 
traditional types of software vulnerabilities. Topics discussed included the extent to 
which AI vulnerabilities can be handled under standard cybersecurity processes, the 
barriers currently preventing the accurate sharing of information about AI 
vulnerabilities, legal issues associated with adversarial attacks on AI systems, and 
potential areas where government support could improve AI vulnerability 
management and mitigation. 

Attendees at the workshop included industry representatives in both cybersecurity and 
AI red-teaming roles; academics with experience conducting adversarial machine 
learning research; legal specialists in cybersecurity regulation, AI liability, and 
computer-related criminal law; and government representatives with significant AI 
oversight responsibilities.  

This report is meant to accomplish two things. First, it provides a high-level discussion 
of AI vulnerabilities, including the ways in which they are disanalogous to other types 
of vulnerabilities, and the current state of affairs regarding information sharing and 
legal oversight of AI vulnerabilities. Second, it attempts to articulate broad 
recommendations as endorsed by the majority of participants at the workshop. These 
recommendations, categorized under four high-level topics, are as follows:  

1. Topic: Extending Traditional Cybersecurity for AI Vulnerabilities 

1.1. Recommendation: Organizations building or deploying AI models should 
use a risk management framework that addresses security throughout 
the AI system life cycle. 

1.2. Recommendation: Adversarial machine learning researchers, 
cybersecurity practitioners, and AI organizations should actively 
experiment with extending existing cybersecurity processes to cover AI 
vulnerabilities. 

1.3. Recommendation: Researchers and practitioners in the field of 
adversarial machine learning should consult with those addressing AI 
bias and robustness, as well as other communities with relevant 
expertise. 
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2. Topic: Improving Information Sharing and Organizational Security Mindsets 

2.1. Recommendation: Organizations that deploy AI systems should pursue 
information sharing arrangements to foster an understanding of the 
threat. 

2.2. Recommendation: AI deployers should emphasize building a culture of 
security that is embedded in AI development at every stage of the 
product life cycle. 

2.3. Recommendation: Developers and deployers of high-risk AI systems 
must prioritize transparency. 

3. Topic: Clarifying the Legal Status of AI Vulnerabilities 

3.1. Recommendation: U.S. government agencies with authority over 
cybersecurity should clarify how AI-based security concerns fit into their 
regulatory structure. 

3.2. Recommendation: There is no need at this time to amend anti-hacking 
laws to specifically address attacking AI systems. 

4. Topic: Supporting Effective Research to Improve AI Security 

4.1. Recommendation: Adversarial machine learning researchers and 
cybersecurity practitioners should seek to collaborate more closely than 
they have in the past. 

4.2. Recommendation: Public efforts to promote AI research should more 
heavily emphasize AI security, including through funding open-source 
tooling that can promote more secure AI development. 

4.3. Recommendation: Government policymakers should move beyond 
standards-writing toward providing test beds or enabling audits for 
assessing the security of AI models. 
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Introduction 

Artificial intelligence (AI) technologies, especially machine learning, are rapidly being 
deployed in a wide range of commercial and governmental contexts. These 
technologies are vulnerable to an extensive set of manipulations that can trigger 
errors, infer private data from training datasets, degrade performance, or disclose 
model parameters.1 Researchers have demonstrated major vulnerabilities in numerous 
AI models, including many that have been deployed in public-facing contexts.2 As 
Andrew Moore testified before the U.S. Senate Committee on Armed Services in May 
2022, defending AI systems from adversarial attacks is “absolutely the place where 
the battle’s being fought at the moment.”3  

However, AI vulnerabilities may not map straightforwardly onto the traditional 
definition of a patch-to-fix cybersecurity vulnerability (see the section below on 
“Extending Traditional Cybersecurity for AI Vulnerabilities”). The differences between 
AI vulnerabilities and more standard patch-to-fix vulnerabilities have generated 
ambiguity regarding the status of AI vulnerabilities and AI attacks. This in turn poses a 
series of corporate responsibility and public policy questions: Can AI vulnerabilities be 
addressed using traditional methods of cyber risk remediation or mitigation? Are the 
companies developing and using machine learning products equipped to adequately 
defend them? What legal liability exists for the developers of AI systems, or for the 
attackers who undermine them? How can policymakers support the creation of a more 
secure AI ecosystem?  

In July 2022, the Center for Security and Emerging Technology (CSET) at Georgetown 
University and the Program on Geopolitics, Technology, and Governance at the 
Stanford Cyber Policy Center convened a workshop of experts to address these 
questions. Attendees included industry representatives in both cybersecurity and AI 
red-teaming roles; academics with experience conducting adversarial machine learning 
research; legal specialists in cybersecurity regulation, AI liability, and computer-related 
criminal law; and government representatives with significant AI oversight 
responsibilities. This report summarizes the main takeaways of the workshop, with 
recommendations for researchers, industry professionals, and policymakers. 
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Box 1: Explanation of Key Terms 

Many of the terms used throughout this report can have multiple meanings. For the 
sake of clarifying our discussion, we use the following terms as described here:  

Artificial intelligence (AI): a set of technologies that enable computers to learn to 
perform tasks traditionally performed by humans. This report uses AI 
interchangeably with machine learning. There are other approaches to AI research 
beyond machine learning, but this report focuses on vulnerabilities to machine 
learning-based models. An important subset of current AI approaches is deep 
learning, and the field of adversarial machine learning focuses largely on attacking 
and defending deep learning-based models.  

AI system: a system which includes an AI model as a key component. This 
definition includes all components of the overall system—including preprocessing 
software, physical sensors, logical rules, and hardware devices—and can be 
contrasted with the term “AI model,” which we use to refer only to the parameters 
of the mathematical model produced by an AI training process.  

Vulnerability: this report adopts the definition of a vulnerability provided by the 
CERT Guide to Coordinated Vulnerability Disclosure as “a set of conditions or 
behaviors that allows the violation of an explicit or implicit security policy. 
Vulnerabilities can be caused by software defects, configuration or design 
decisions, unexpected interactions between systems, or environmental changes.”4 

AI vulnerability: a vulnerability in an AI system, including both vulnerabilities that 
exploit the mathematical features of AI models, as well as vulnerabilities that arise 
from the interaction of an AI model with other components of an overall AI system.  

Traditional software vulnerability: a term used in this report to refer to 
vulnerabilities in operating systems, workstation applications, server software, and 
mobile applications with which much of the modern vulnerability management 
community is most familiar. Example community efforts for traditional software 
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vulnerabilities include CVSSv2 and CVSSv3 and the CVE program.* However, there 
are many other types of broader cybersecurity vulnerabilities—including 
vulnerabilities in open-source software, hardware devices, industrial control 
systems, blockchain protocols, and so on—that may or may not differ from AI 
vulnerabilities in the ways that this report discusses.  

High-risk AI system: an AI system that is intended to automate or influence a 
socially sensitive decision, including those affecting access to housing, credit, 
employment, healthcare, and so forth. Vulnerabilities—as well as other negative 
properties, such as bias, unfairness, or discriminatory behavior—are particularly 
worrisome in these types of systems, as system failures may cause severe harm to 
individuals. Where considerations affecting the design and deployment of high-risk 
AI systems are discussed in this report, they should be regarded as minimum 
requirements for high-risk systems and do not imply endorsement of the use of AI 
to automate high-risk decision-making in general. 

Although the repertoire of attacks studied by adversarial machine learning researchers 
is expanding, many of these attacks are still focused on lab settings, and a holistic 
understanding of vulnerabilities in deployed systems is lacking. Due in part to these 
uncertainties, participants generally shied away from proposing sweeping legal or 

regulatory changes regarding AI 
vulnerabilities. At the same time, 
workshop participants agreed that the 
risk of attacks on AI systems is likely 
to grow over time, and that it is 
important to begin developing 
mechanisms for addressing AI 
vulnerabilities now. The fact that 
computer- and software-based 
processes already harbor many 

 

* The Common Vulnerability Scoring System provides a set of properties of a cybersecurity vulnerability 
that can be used to triage a vulnerability, and a suggested system for ranking vulnerabilities based on 
those properties. See FIRST, “Common Vulnerability Scoring System SIG,” accessed January 30, 2023, 
https://www.first.org/cvss/. The Common Vulnerabilities and Exposures program aims to provide unique 
identifiers for all publicly disclosed vulnerabilities. See CVE, https://www.cve.org/, accessed January 29, 
2023.  

Workshop participants agreed 
that the risk of attacks on AI 
systems is likely to grow over 
time, and that it is important to 
begin developing mechanisms for 
addressing AI vulnerabilities now. 

https://www.first.org/cvss/
https://www.cve.org/
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readily exploited vulnerabilities not related to AI should not distract AI developers, AI 
users, and policymakers from acting now to address AI vulnerabilities. 

This report summarizes the general consensus of the workshop related to adversarial 
machine learning and offers recommendations to improve future responses. These 
recommendations are divided into four parts:  

1. Recommendations regarding the degree to which AI vulnerabilities can be 
handled under existing cybersecurity processes. 

2. Recommendations regarding shifts in organizational culture and information 
sharing for organizations and individuals actively involved in building AI models, 
integrating models in business products, and using AI systems. 

3. Recommendations regarding the legal issues surrounding AI vulnerabilities. 

4. Recommendations regarding future areas of research and government support 
that can lead to the development of more secure AI systems. 

At a high level, we emphasize that—although adversarial machine learning is a 
complex field with highly technical tools—the problems posed by AI vulnerabilities 
may be as much social as they are technological. Some of our recommendations 
emphasize opportunities for industry and government policymakers to promote AI 
security by investing in technical research. However, the majority of our 
recommendations focus on changes to processes, institutional culture, and awareness 
among AI developers and users. While we hope that these recommendations will 
prompt organizations using AI to proactively think about the security issues 
surrounding AI systems, we also underscore that individual authors maintain a wide 
range of viewpoints and do not necessarily endorse each particular recommendation in 
isolation.  
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1. Extending Traditional Cybersecurity for AI Vulnerabilities 

In many senses, attacks on AI systems are not new. Malicious actors have been 
attempting to evade algorithm-based spam filters or manipulate recommender 
algorithms for decades. But machine learning models have risen sharply in prevalence 
over the last decade—including in an increasing number of high-risk contexts.* At the 
same time, researchers have repeatedly demonstrated that vulnerabilities in machine 
learning algorithms and training processes are pervasive and challenging to 
remediate.† Machine learning-based image and voice recognition systems have been 
fooled with perturbations imperceptible to humans, datasets have been poisoned in 
ways that pervert system outputs or render them unreliable, and sensitive data meant 
to remain private has been reconstructed.5 

To date, these attacks have mostly occurred in research settings, though there is some 
evidence of real-world hackers exploiting vulnerabilities in deep learning systems.6 
Moreover, there is a shared expectation that, with the continued incorporation of AI 
models into a wider range of use cases, the frequency of deep learning-based attacks 
will grow. Workshop participants suspected that these attacks are likely to be most 
common wherever there are either clear financial benefits to defeating a machine 
learning model that would motivate private hackers or strategic advantages to doing 
so that would motivate a nation-state.  

We face a challenge in responding to AI vulnerabilities. On the one hand, existing 
cybersecurity frameworks are meant to be general enough to cover emerging classes 

 

* We note this trend to underscore that all AI systems are likely to carry certain types of AI 
vulnerabilities that can become particularly worrisome in high-risk contexts. This observation of a trend 
is not an endorsement of the use of AI in such contexts. Most workshop participants expressed serious 
reservations about the use of AI in at least some high-risk contexts, but in this report we do not and 
cannot offer a general rule for evaluating the ethical concerns associated with these use cases.  

† The field of adversarial machine learning focuses primarily on attacks on deep learning systems. Deep 
learning is currently the predominant focus of machine learning research, but it is important to 
emphasize that attacks on deep learning-based models are in some ways elaborations of attacks on 
other, more traditional machine learning methods. We do not view the category of “AI vulnerabilities” in 
deep learning models as different in kind from other types of vulnerabilities, including vulnerabilities in 
older machine learning models; however, the increasing social impact of deep learning models and the 
level of research attention paid to them warrants some specific focus on these vulnerabilities. In the 
remainder of this report, we use “deep learning” to distinguish a subset of relatively newer models (and 
corresponding attacks) from the full range of machine learning models and their vulnerabilities.  
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of vulnerabilities such as those generated by deep learning methods. Indeed, it is 
possible to analyze the risks of AI exploitation under standard risk or vulnerability 
management frameworks.7 On the other hand, AI vulnerabilities are distinct from 
traditional software vulnerabilities in some important respects and may require 
extensions of, or adjustments to, existing cybersecurity risk governance frameworks. At 
a high level of abstraction, AI and traditional software vulnerabilities differ in the 
following ways: 

1. AI vulnerabilities generally derive from a complex interaction between training 
data and the training algorithm. This makes the existence of certain types of 
vulnerabilities highly dependent on the particular dataset(s) that may be used to 
train an AI model, often in ways that are difficult to predict or mitigate prior to 
fully training the model itself. This feature also makes it difficult to test the full 
space of potential user inputs in order to understand how a system may respond 
to those inputs.8  

2. “Patching” a vulnerability in an AI model may require retraining it, potentially at 
considerable expense, or it may not even be feasible at all.9 Model retraining to 
reduce security vulnerabilities may also degrade overall performance on non-
malicious system inputs. 

3. In many contexts, vulnerabilities in AI systems may be highly ephemeral, as in 
organizations using continuous training pipelines where models are frequently 
updated with new data. In other contexts, vulnerabilities may be highly-context 
dependent, as for instance in organizations that deploy locally fine-tuned 
versions of a central model across many devices. In either situation, attacks—as 
well as mitigations—may not transfer well across all versions of the model.  

4. There is often deep uncertainty regarding what “counts” as a vulnerability in an 
AI system. For example, adversarial examples are inputs to an AI system that 
have been perturbed in some way in order to deliberately degrade the system’s 
performance. But it is hard to distinguish between worrisome “attacks” and 
neutral—or even expected—user manipulations, like wearing sunglasses to 
make it harder for facial recognition systems to recognize someone. While this 
problem is not necessarily unique to AI, it does complicate the matter of defining 
individual AI vulnerabilities.10  

These differences are likely to change how vulnerabilities in AI systems are handled. 
For instance, if fully “patching” a vulnerability is impossible, AI developers and 
deployers may be more likely to leave systems with known vulnerabilities online.11 
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Responses will likely focus relatively more on risk mitigation and relatively less on risk 
remediation, in which the underlying vulnerability is fully removed.  

Recommendations 

1.1. Organizations building or deploying AI models should use a risk management 
framework that addresses security throughout the AI system life cycle. Risk 
management frameworks are a key element of any organization’s cybersecurity 
policy,12 and we encourage their use for managing AI security. As with other types of 
risk management frameworks, it is important for organizations to incorporate them 
throughout the product development pipeline. AI vulnerabilities will, however, present 
some unique considerations for risk management frameworks. For instance, if 
vulnerabilities in machine learning models cannot be as easily patched as many 
traditional software vulnerabilities, then organizations may opt to mitigate 
vulnerabilities rather than fix or decommission the model, especially when AI models 
are a part of a complex system where the removal of one component may result in 
hard-to-predict changes to the overall system.*  

Important questions in using risk management frameworks include: How can we 
assure that this model is reliable and robust? In what contexts is it safe to deploy AI 
models? What compensating controls are available? How should organizations 
structure the process of deciding between taking a vulnerable system or feature offline 
entirely or leaving it in place with mitigations? Are important trade-offs at stake, such 
as trade-offs between applying defensive measures to a model and ensuring that 
overall performance remains high? What decisions might be in the best interests of the 
end-users of a machine learning product, as well as in the best interests of the 
individuals who will ultimately be affected by it, and is there a way to involve those 
groups throughout development of the system? In the case of high-risk AI systems, 
organizations should consider what decisions regarding trade-offs most benefit 

 

* Note that the National Institute of Standards and Technology has, as of 2023, released draft 1.0 of its 
Artificial Intelligence Risk Management Framework. See National Institute of Standards and Technology, 
“NIST AI 100-1: Artificial Intelligence Risk Management Framework (AI RMF 1.0),” January 23, 2023, 
https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.100-1.pdf. This document is “intended for voluntary use and 
to improve the ability to incorporate trustworthiness considerations into the design, development, use, 
and evaluation of AI products, services, and systems.” We view this document as an important step 
toward effectively augmenting existing risk management practices to account for the risks posed by AI 
systems.  

https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.100-1.pdf


 

Center for Security and Emerging Technology | 13 

underrepresented groups, but they should also carefully evaluate whether those 
groups are harmed by the use of an AI system in the first place.  

1.2. Adversarial machine learning researchers, cybersecurity practitioners, and AI 
organizations should actively experiment with extending existing cybersecurity 
processes to cover AI vulnerabilities. The cybersecurity community has developed 
many tools for tracking and mitigating vulnerabilities and for guiding incident response. 
On the vulnerability management side, these include the Common Vulnerabilities and 
Exposures (CVE) system for enumerating known vulnerabilities, the Common 
Vulnerability Scoring System (CVSS) for evaluating the potential risk associated with 
known vulnerabilities, and the Coordinated Vulnerability Disclosure (CVD) process for 
coordinating between security researchers and software vendors.13 Although these 
processes were not designed with AI systems in mind, there was agreement at the 
workshop that these mechanisms are likely broad enough for managing many types of 
AI vulnerabilities. However, more collaboration between cybersecurity practitioners, 
machine learning engineers, and adversarial machine learning researchers is necessary 
to appropriately apply them to AI vulnerabilities.14 Assessing AI vulnerabilities requires 
technical expertise that is distinct from the skill set of cybersecurity practitioners, and 
organizations should be cautioned against repurposing existing security teams without 
additional training and resources.  

The differences between AI vulnerabilities 
and traditional software vulnerabilities 
might make the use of these processes 
more complicated. At the same time, 
workshop participants did not feel that the 
differences are sufficiently strong to justify 
creating a separate set of processes to 
handle AI vulnerabilities.15 We therefore 
encourage researchers and organizations to 
incorporate AI vulnerabilities into 
established risk management practices.  

1.3. Researchers and practitioners in the 
field of adversarial machine learning should consult with those addressing AI bias 
and robustness, as well as other communities with relevant expertise. Multiple 
workshop participants noted that in some important respects, AI vulnerabilities may be 
more analogous to other topics such as algorithmic bias than they are to traditional 
software vulnerabilities. AI fairness researchers have extensively studied how poor 
data, design choices, and risk decisions have led to model failures that cause real-

More collaboration between 
cybersecurity practitioners, 
machine learning engineers, 
and adversarial machine 
learning researchers is 
necessary to appropriately 
apply [existing cybersecurity 
processes] to AI vulnerabilities. 



 

Center for Security and Emerging Technology | 14 

world harm; the AI security community should seek to better understand these lessons 
in developing their own frameworks for evaluating risk and assessing the assurance of 
AI for use in consequential applications. In general, workshop participants believed 
that it is important to cultivate greater engagement among adversarial machine 
learning researchers, the AI bias field, cybersecurity practitioners, other relevant expert 
groups, and affected communities.  
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2. Improving Information Sharing and Organizational Security Mindsets 

Several structural features make it difficult to assess precisely how large the threat of 
attacks on AI systems is. For one, most information about existing AI vulnerabilities has 
come from theoretical or academic research settings, from cybersecurity companies, or 
from internal researchers red-teaming their organizations’ AI systems.16 Second, the 
absence of a systematic and standardized means for tracking AI assets (such as 
datasets and models) and their corresponding vulnerabilities makes it difficult to know 
how widespread vulnerable systems are.17 And third, for some types of attacks on AI 
systems, attack detection may require meaningful machine learning or data science 
expertise to implement, or at least a familiarity with the patterns of behavior that may 
signal an AI-based attack. Since many cybersecurity teams may not have all the 
relevant expertise to detect such attacks, organizations may lack the capability—and 
perhaps the incentive—to identify and disclose AI attacks that do occur.18 

Even if vulnerabilities are identified or malicious attacks are observed, this information 
is rarely transmitted to others, whether peer organizations, other companies in the 
supply chain, end users, or government or civil society observers. Although some 
potential mechanisms for disseminating information exist,19 a specialized, trusted 
forum for incident information sharing on a protected basis is lacking. Several 
workshop participants from industry and government organizations noted that they 
would benefit from regular exchanges of information, but that networks for 
information sharing do not currently exist, and that bureaucratic, policy, and cultural 
barriers currently inhibit such sharing. 

These conditions mean that, under current arrangements, the problem will likely 
remain mostly unnoticed until long after attackers have successfully exploited 
vulnerabilities. In order to avoid this outcome, we recommend that organizations 
developing AI models take significant steps to formalize or make use of information 
sharing arrangements, to monitor for potential attacks on AI systems, and to foster 
transparency.  

Recommendations 

2.1. Organizations that deploy AI systems should pursue information sharing 
arrangements to foster an understanding of the threat. Currently, there are few 
trusted mechanisms for organizations that have observed potential attacks on their AI 
systems to share that information with others, making it difficult for anyone to 
understand the scope or nature of the problem. Existing attempts to share information 
about the risks of AI systems—such as the Artificial Intelligence Incident Database—
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rely on public reporting and primarily focus on machine learning failures or misuse 
rather than intentional manipulation.20 While these efforts are important, they are best 
situated for compiling publicly known AI failures, rather than for incentivizing 
organizations to share information about emerging security threats in a more trusted 
environment. Mechanisms to encourage more open sharing of information could take a 
wide range of forms, extending from informal but regular meetings of key industry 
stakeholders to more formalized structures, repositories, or organizations.21 

2.2. AI deployers should emphasize building a culture of security that is embedded 
in AI development at every stage of the product life cycle. Many machine learning 
libraries provide functions that, by default, prioritize processing speed and minor 
improvements in performance over security.22 Product teams who only consider 

security concerns after building their 
models will likely embed insecurities in the 
development pipeline for their models, 
which may be difficult or impossible to 
remove once models are fully trained.* As 
with all software, organizations should 
make security a priority in every part of the 
AI pipeline. This entails providing robust 
support for adversarial machine learning 
teams, as well as incorporating those 
teams in every stage of product 
development to avoid the problem of 
“outsourcing” security concerns to a 
separate team.  

2.3. Developers and deployers of high-risk AI systems must prioritize transparency. 
AI models should be assumed to come with inherent vulnerabilities—not to mention 
other types of failure modes inherent to all statistical models—that are difficult if not 

 

* As one example, most machine learning libraries provide default image processing functions that are 
susceptible to adversarial evasion. While alternative preprocessing functions can easily be used, most 
libraries make use of the less secure methods by default, and models trained on images that have been 
preprocessed in one way cannot easily transfer to images preprocessed in a different way without 
substantial retraining. See Lohn, “Downscaling Attack and Defense.” Other security-relevant decisions 
that are difficult to alter after model training include decisions that affect the security and integrity of 
training data, the use of other types of input filtering, the choice of upstream models for use in fine-
tuning, and so on.  

Product teams who only 
consider security concerns 
after building their models 
will likely embed insecurities 
into the development pipeline 
for their models, which may 
be difficult or impossible to 
remove once models are fully 
trained. 
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impossible to patch. The presumed existence of some of these vulnerabilities in high-
risk contexts has significant implications for social well-being and privacy. Given this 
fact, workshop participants felt that the security features of machine learning models 
also carry transparency implications. A minimum standard of transparency along these 
lines might hold that consumers and private citizens should generally be informed 
when they are being made subject to an AI model in a high-risk context. In addition, 
where the designers of a model make important decisions about relevant trade-offs—
such as those that may exist between security, performance, robustness, or fairness—
many participants felt that such decisions should be disclosed to protect end-users or 
private citizens affected by a model’s decisions, as well as to help enable recourse 
when decisions are harmful or discriminatory.23 While participants disagreed about just 
how far this principle of transparency should be taken—with many emphasizing that it 
should not extend to simply disclosing the existence of every vulnerability to the 
public—the more minimal transparency standards discussed in this section were 
widely supported. 
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3. Clarifying the Legal Status of AI Vulnerabilities 

There is no comprehensive AI legislation in the United States (and not likely to be one 
anytime soon).24 However, many areas of law—including criminal law, consumer 
protection statutes, privacy law, civil rights law, government procurement 
requirements, common law rules of contract, negligence and product liability, and even 
rules of the U.S. Securities and Exchange Commission regarding the disclosure 
obligations of publicly-owned companies—are relevant to different aspects of AI. Just 
as AI fits, albeit uneasily, within traditional cybersecurity risk frameworks, so also is it 

covered under existing law, but in ways 
and to a degree that courts and regulators 
have not yet fully clarified. Much of the 
policy attention on AI to date has focused 
on concerns with regard to bias and 
discrimination. The Federal Trade 
Commission (FTC), U.S. Equal Employment 
Opportunity Commission, and Consumer 
Financial Protection Bureau (among 
others) have all issued their own guidance 
regarding the use of AI models in contexts 
that might violate federal civil rights laws, 
as well as anti-discrimination and 
consumer protection laws.25  

At the state level, the New York State Department of Financial Services has warned 
insurers that the data they use and the algorithms as well as the predictive models 
they apply may produce forms of discrimination prohibited by state law.26 And in 
California, privacy legislation requires the relatively new California Privacy Protection 
Agency to adopt regulations “governing access and opt-out rights with respect to 
businesses’ use of automated decisionmaking technology, including profiling and 
requiring businesses’ response to access requests to include meaningful information 
about the logic involved in those decisionmaking processes.”27 

In keeping with our view that AI vulnerabilities should be handled under existing 
cybersecurity processes as far as possible, we suggest that AI vulnerabilities are likely 
best handled by extending and adapting cybersecurity law, not by trying to regulate AI 
security as an independent topic. Unfortunately, cybersecurity law itself is still evolving 
and many questions are unsettled or contingent. Requirements vary sector-by-sector, 
with overlapping federal and state rules. Under the resulting patchwork, protected 

Just as AI fits, albeit uneasily, 
within traditional cybersecurity 
risk frameworks, so also is it 
covered under existing law, but 
in ways and to a degree that 
courts and regulators have not 
yet fully clarified. 
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healthcare data, financial information, software and information systems acquired by 
the federal government, and critical infrastructure, among other categories of systems 
or data, face certain cybersecurity requirements imposed by statute or executive 
order.28 But there is no comprehensive cybersecurity law that imposes clear statutory 
obligations on the vast majority of companies. While common law doctrines of 
negligence, product liability, and contract do apply to AI-based products and systems, 
legal principles in those fields (including questions about the existence of a duty of 
care, the economic loss rule in negligence cases, and disclaimers of warranty) mean 
that almost no cases ever yield a clear ruling on liability for security failings. In federal 
courts, the standing doctrine further makes it difficult to reach the merits of a claim. 
The near total absence of cybersecurity cases decided on the merits has stunted the 
development of clear standards with respect to traditional types of vulnerabilities, let 
alone those associated with AI.  

At the same time, the FTC has claimed that its authority to regulate unfair and 
deceptive business practices extends to cover businesses that fail to secure customer 
information with “reasonable” cybersecurity measures.29 The FTC has brought 
numerous cases against companies that have failed to secure consumer data. While no 
case to date directly makes this claim, it is easy to imagine that deploying vulnerable 
AI systems might trigger similar forms of regulatory oversight, especially where those 
vulnerabilities stem from features common to all machine learning models that 
companies can reasonably anticipate. In addition, AI companies that make claims about 
the robustness and performance of their models could be charged with deceptive 
practices if those models contain foreseeable vulnerabilities that undermine the 
company’s claims. Through its workshops and nonbinding statements, the FTC has 
made it clear that it is concerned about the impact of AI. 

Although the FTC has brought scores of enforcement actions against companies for 
failure to protect consumer data, uncertainty hangs over the FTC’s authority, especially 
its assertion that failure to provide reasonable security falls under the unfairness prong 
of its unfair and deceptive practices jurisdiction.30 Federal regulatory oversight of AI 
vulnerabilities would, barring legislative action, similarly need to begin from an 
ambiguous status of authority.  

When it comes to deterring attacks on AI systems, an important law is the federal 
Computer Fraud and Abuse Act.31 The CFAA makes it illegal to access information 
from a computer without authorization (or beyond authorized access), as well as to 
“damage” a computer by knowingly transmitting a “program, information, code, or 
command.”32 It has been controversial, especially regarding whether the law applies to 
the activities of good faith cybersecurity researchers probing systems for 



 

Center for Security and Emerging Technology | 20 

vulnerabilities. Those legal risks can be, and for many entities have been, mitigated by 
vulnerability disclosure programs that authorize, or even invite, independent security 
researchers to probe a system or product. In terms of the CFAA’s application to AI, 
many of the its provisions turn on whether an attacker has first gained “unauthorized 
access” or exceeded authorized access to a protected computer, a step that may not be 
required for many adversarial AI attacks. However, one section of the CFAA makes it 
illegal to cause damage without authorization to a protected computer, where 
damages is broadly defined to mean any impairment to the integrity or availability of 
data, a program, a system, or information. 

Our recommendations regarding the legal status of AI vulnerabilities begin from the 
position that this is a rapidly evolving topic within multiple fields of the law. Workshop 
participants did not feel that it was 
appropriate at this time to call for 
comprehensive legislation to 
address liability for vulnerabilities 
in AI systems. Our understanding 
of the law is still too immature to 
know whether major changes are 
needed. At the same time, 
workshop participants did 
generally support the following 
recommendations regarding the 
legal oversight of AI 
vulnerabilities.  

Recommendations 

3.1. U.S. government agencies with authority over cybersecurity should clarify how 
AI-based security concerns fit into their regulatory structure. The FTC has issued 
meaningful guidance on how companies using AI can avoid violating the Fair Credit 
Reporting Act and the Equal Credit Opportunity Act.33 A wide number of federal 
agencies, including the National Institute of Standards and Technology, the 
Cybersecurity and Infrastructure Security Agency, and the FTC, also provide significant 
cybersecurity guidance to private industry. While NIST’s current efforts to develop an 
AI Risk Management Framework include some discussion of AI security,34 current 
guidance on AI security remains vague and does not articulate concrete risks or discuss 
appropriate countermeasures.35 Moreover, despite a 2019 executive order requiring 
federal agencies to document any potential regulatory authority they might have over 

Workshop participants did not feel 
that it was appropriate at this time 
to call for comprehensive 
legislation to address liability for 
vulnerabilities in AI systems. Our 
understanding of the law is still too 
immature to know whether major 
changes are needed. 
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AI systems, many agencies declined to respond or have offered extremely surface-
level responses.36 We encourage agencies with regulatory authority over cybersecurity 
to articulate more concretely how AI vulnerability fits within that regulatory authority. 
As part of that effort, agencies should formulate concrete guidance on minimum 
security standards for AI. 

3.2. There is no need at this time to amend anti-hacking laws to specifically address 
attacking AI systems. It is unclear whether some types of attacks studied by 
adversarial machine learning researchers fit within the main federal anti-hacking law, 
the CFAA, in large part because they do not require “unauthorized access”—a key 
phrase in the CFAA—in the way that traditional hacking does.37 However, any attempt 
to criminalize “AI hacking” would likely raise thorny overbreadth concerns, similar to 
those that have plagued the CFAA for years.38 And while many types of “AI hacking” 
may not be covered by the CFAA, malicious attacks on AI-based systems are likely 
already illegal under other laws.39 For now, the best course is to see how the issues 
play out in the courts. Therefore, we advise against any attempts to adopt new laws 
aimed at punishing adversarial machine learning.  
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4. Supporting Effective Research to Improve AI Security 

Many of the barriers to developing secure AI systems are social and cultural in nature, 
not technical. The incentives facing academics, industry professionals, and government 
researchers all encourage—to some extent—a fixation on marginal improvements in 
summary performance metrics as the primary sign of progress. While adversarial 
machine learning is a fast-burgeoning field, by some counts it comprises less than 1 
percent of all academic AI research—and the research that does exist is heavily 
focused toward a small subset of attack types, such as adversarial examples, that may 
not represent plausible real-world attack scenarios.40 Security is often a secondary 
consideration for organizations looking to deploy machine learning models. As long as 
that remains true, technical interventions can have, at best, a limited ability to make AI 
systems more secure in general. 

At the same time, the research community’s level of knowledge about adversarial 
machine learning remains low. While the number of successful attack strategies 
explored by researchers has exploded, the feasibility of technically defusing these 
vulnerabilities is uncertain; in particular, it remains unclear how much general-purpose 
defense against multiple types of attacks is possible. In this report, we have alluded 
several times to potential trade-offs between security and performance. Even though 
the existence of trade-offs is clear, it is difficult to assess their extent, establish options 
for response, engage all relevant stakeholders in risk management, and characterize 
the extent to which different goals are being traded against one another. We are not 
aware of an established process for considering these trade-offs.  

While this situation calls for more investment in AI security research generally, it 
represents a place for government policymakers in particular to make a sizable impact. 
Security is an area where industry may underinvest, which creates an opportunity for 
publicly-funded research. Workshop participants felt that funding additional research 
into AI security should be an important priority, and that policymakers can take a few 
specific actions to most effectively push this area of research forward.  

Recommendations 

4.1. Adversarial machine learning researchers and cybersecurity practitioners 
should seek to collaborate more closely than they have in the past. As mentioned 
above, adversarial machine learning research comprises only a very small amount of AI 
research generally, with the research that does exist focusing heavily on the specific 
attack vector of adversarial examples.41 Much research into these topics further focuses 
on threat scenarios that may be unrealistic—such as by assuming that attackers can 
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manipulate individual pixels in input images—such that research into more likely types 
of threat models may currently be receiving insufficient attention. We suggest that 
further collaboration between adversarial machine learning researchers and 
cybersecurity researchers could help more effectively identify the most realistic threat 
scenarios facing AI deployers so they can adequately focus their mitigation efforts.   

4.2. Public efforts to promote AI research should more heavily emphasize AI 
security, including through funding open-source tooling that can promote more 
secure AI development. In recent years, the federal government has dedicated 
significant funding to AI research under the National AI Initiative Act of 2020, the 
CHIPS and Science Act of 2022, and numerous agency-specific initiatives or projects.42 
Many of these funds will be used for federal research into AI or disbursed as grants to 
AI researchers via the National Science Foundation, NIST, the U.S. Department of 
Energy, and a potential National Artificial Intelligence Research Resource. Much of the 
rhetoric around these initiatives emphasizes public funding for “basic” AI research, as 
well as curation of government datasets for specific applications.43 We suggest that AI 

security should be viewed as a necessary 
component of basic AI research. 
Government policymakers should consider 
how they can best support security-
oriented research that effectively 
complements the research that private 
industry is already incentivized to pursue, 
rather than replicating or competing with it. 

In particular, supporting the development 
of open-source tools that can better help AI 

engineers incorporate security into their products may be a worthwhile goal. As one 
workshop participant observed, “Adding a machine learning model [to a product] is 
two lines of code; adding defenses can take hundreds.” Existing machine learning 
libraries are extensively tooled to support the easy design of hundreds of model 
architectures, but very few contain significant support for common defensive 
techniques studied by adversarial machine learning researchers. This is an area with a 
clear gap in technical tooling that government support could help overcome.  

4.3. Government policymakers should move beyond standards-writing toward 
providing test beds or enabling audits for assessing the security of AI models. In 
recent years, government agencies have begun providing high-level guidance that 
encourages AI developers to carefully consider the potential security impacts of their 
models. We welcome these goals and recommend further efforts in this direction, 

As one workshop participant 
observed, “Adding a machine 
learning model [to a product] 
is two lines of code; adding 
defenses can take hundreds.” 
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especially among agencies that may potentially have regulatory authority over the use 
of AI systems. Yet machine learning is too broad of a field for many of these standards 
to provide direct answers to questions such as: How do I verify the security of this 
particular model? Or: What specific techniques apply to this use case to reduce the 
threat of (for example) membership inference attacks? 

While standards-writing is important, we suggest that government policymakers 
should also engage more actively in providing test beds and audits for AI models.44 
One example of such a program is the Face Recognition Vendor Test, an ongoing 
voluntary test which facial recognition developers can use to identify potential biases 
in their models.45 Similarly, one way for government policymakers to promote research 
in AI security would be to identify a small number of high-risk scenarios and develop 
audit tools that could be used by vendors to probe their models for security-relevant 
vulnerabilities. Such programs would also allow policymakers to develop a better 
understanding of the degree to which existing AI products are vulnerable to known 
vectors of attack, while also tracking this level of vulnerability over time.   
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should be changed to accommodate those challenges. It is worth emphasizing that this conversation 
requires careful nuance in distinguishing between patching a vulnerability, remediating it, and mitigating 
it: remediation can include decommissioning a system as well as patching it, while mitigating involves 
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40 Helen Toner and Ashwin Acharya, "Exploring Clusters of Research in Three Areas of AI Safety" 
(Center for Security and Emerging Technology, February 2022), https://doi.org/10.51593/20210026. 
Note that AI safety is broader than AI security alone, although some AI security topics relating to 
confidentiality issues may not have been captured by this analysis.  

41 Toner and Acharya, “Exploring Clusters of Research.” 

42 See National Artificial Intelligence Initiative Act of 2020, 15 U.S.C. §§ 9401–9462 and Research and 
Development, Competition, and Innovation Act of 2022, Pub. L. 117-167, ———.  

43 For instance, see Daniel E. Ho, Jennifer King, Russell C. Wald, and Christopher Wan, “Building a 
National AI Research Resource: A Blueprint for the National Research Cloud,” (Stanford Institute for 
Human-Centered Artificial Intelligence: October 2021): https://hai.stanford.edu/sites/default/files/2022-
01/HAI_NRCR_v17.pdf.  

44 One initiative in this direction is Guaranteeing AI Robustness Against Deception (GARD), sponsored 
by DARPA, which resulted in a virtual testbed, toolbox, and benchmarking dataset for use in identifying 
weaknesses to and defenses against adversarial machine learning methods. GARD Project, “Holistic 
Evaluation of Adversarial Defenses,” accessed January 30, 2023, https://www.gardproject.org/.  

45 See National Institute of Standards and Technology, “Face Recognition Vendor Test (FRVT) Ongoing,” 
accessed October 7, 2022, https://www.nist.gov/programs-projects/face-recognition-vendor-test-frvt-
ongoing. For the importance of evaluating bias in facial recognition systems, see Joy Buolamwini and 
Timnit Gebru, “Gender Shades: Intersectional Accuracy Disparities in Commercial Gender Classification,” 
Proceedings of Machine Learning Research 81 (2018): https://proceedings.mlr.press/v81/buolamwini18a 
/buolamwini18a.pdf. 

https://www.justice.gov/criminal/file/442156/download
https://doi.org/10.51593/20210026
https://hai.stanford.edu/sites/default/files/2022-01/HAI_NRCR_v17.pdf
https://hai.stanford.edu/sites/default/files/2022-01/HAI_NRCR_v17.pdf
https://www.gardproject.org/
https://www.nist.gov/programs-projects/face-recognition-vendor-test-frvt-ongoing
https://www.nist.gov/programs-projects/face-recognition-vendor-test-frvt-ongoing
https://proceedings.mlr.press/v81/buolamwini18a/buolamwini18a.pdf
https://proceedings.mlr.press/v81/buolamwini18a/buolamwini18a.pdf

	Authors
	Executive Summary
	Introduction
	1. Extending Traditional Cybersecurity for AI Vulnerabilities
	Recommendations

	2. Improving Information Sharing and Organizational Security Mindsets
	Recommendations

	3. Clarifying the Legal Status of AI Vulnerabilities
	Recommendations

	4. Supporting Effective Research to Improve AI Security
	Recommendations

	Acknowledgments
	Endnotes

